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Abstract

To test predictions of a forward modeling framework for spo-
ken language processing, we characterized effects of context
speech rate on the real-time interpretation of indefinite noun
phrases using the visual world paradigm. The speech rate of
sentence material distal to the onset of the noun phrase was ma-
nipulated such that the segments surrounding the determiner a
in singular noun phrases had a faster speech rate than the sur-
rounding context and the segments surrounding the onset of
plural noun phrases had a relatively slow rate. These manipu-
lations caused listeners to fail to perceive acoustically present
determiners and to falsely perceive determiners not present in
the signal. Crucially, fixations to singular and plural target pic-
tures revealed effects of distal speech rate during the real-time
processing of target expressions, strongly suggesting a locus in
perceptual expectations. These results set the stage for quanti-
tative tests of forward models of spoken language processing.
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Introduction

Expectation-based approaches in which perceptual input is
evaluated with respect to internally generated forward mod-
els provide compelling and increasingly influential explana-
tions of phenomena in the perception and motor control liter-
atures (e.g. Jordan & Rumelhart, 1992; Kawato, 1999). For
example, DIVA, an influential model of speech production,
incorporates a forward model component that predicts the
auditory signal likely to result from a particular configura-
tion of articulators within the vocal tract (Guenther & Micci
Barreca, 1997). The forward model component accounts for
the speed and efficiency with which the system can control
speech movements, given the relatively slow mechanisms by
which acoustic feedback influences speech production.
Similar forward modeling approaches may also provide a
promising explanatory framework for spoken language com-
prehension. As in the domain of motor control, forward mod-
eling of the perceptual attributes of upcoming speech pro-
vides a compelling explanation for the remarkable speed and
efficiency of speech perception and spoken word recognition
in the face of considerable variability. This is a particularly
attractive feature of expectation-based approaches to higher-
level language comprehension as well, which propose a cen-
tral role for expectations in processes such as syntactic com-

prehension and lexical processing (e.g. Levy, 2008; Altmann
& Kamide, 1999). We propose that comprehension also in-
volves developing expectations about the acoustic realization
of upcoming speech, conditioned on various contextual fac-
tors such as prosodic phrasing, speech rate, discourse his-
tory, and speaker-specific characteristics. Previous work sug-
gests that these expectations are best characterized as prob-
ability distributions, with listeners representing not only the
expected form of a spoken word given the set of contextual
conditioning factors, but also a measure of the variance or
uncertainty of their estimate (Clayards et al., 2008; Levy et
al., 2009). The degree of congruence between these percep-
tual expectations and the incoming acoustic signal then con-
tributes to the differential activation of competing lexical al-
ternatives. Finally, when perceptual expectations are incon-
gruent with the actual realization of a word, listeners should
update their beliefs about the cues that condition their percep-
tual expectations, resulting in adaptation that more closely
aligns listeners’ expectations with the characteristics of the
signal in context.

Speech prosody generates acoustic regularities that are
likely to foster expectations about the acoustic realization of
upcoming speech sounds, including pitch and temporal char-
acteristics that listeners perceive as patterning. This perceived
patterning has been shown to influence real-time spoken lan-
guage processing. For example, manipulations of pitch and
duration early in an utterance influence the interpretation
of cues to prosodic structure several syllables downstream
(Dilley & McAuley, 2008; Dilley et al., 2010; Brown et al.,
2011). The distal locus of these effects suggests that they are
rooted in listeners’ expectations about the acoustic-phonetic
realization of upcoming segments.

Speech rate is particularly likely to systematically influ-
ence listeners’ expectations about upcoming material. Speech
sounds are interpreted relative to the global speech rate of an
utterance, affecting perceived phoneme distinctions such as
voicing contrasts (e.g. Miller, 1987; Reinisch et al., 2011).
Therefore, listeners must evaluate the incoming signal with
respect to a speaker’s estimated rate. Dilley and Pitt (2010)
demonstrated that effects of context speech rate scale up to
the perceived rate of articulation of larger constituents, in-



cluding syllables and words. They found that when the
speech rate of a function word (e.g. or in the phrase leisure
or time) is increased relative to the rate of the surrounding
context by either speeding up the function word or slowing
down the surrounding context, participants are less likely to
report hearing a function word in a sentence transcription
task. Conversely, when the speech rate of segments surround-
ing a location in which a function word would be licensed
grammatically (e.g. leisure time) is slowed down relative to
the surrounding context, participants are more likely to report
hearing a function word within the relatively slow portion of
speech, effectively hallucinating having heard this item.

The findings of Dilley and Pitt (2010) suggest that listeners
rapidly entrain to the rate of an utterance and develop speech
rate expectations that influence the perceived number of mor-
phophonological constituents within a spectrally ambiguous
stretch of speech of a certain duration. However, the task
used in this study does not directly address the prediction of
the forward modeling account that the observed speech rate
effects have an expectation-based locus. Indeed, it is possible
that the sentence elicitation task itself contributed to the ob-
served effects by engaging the production system and inviting
explicit comparison of the perceived utterance with different
alternative parses. Without time course information, it is un-
clear whether the observed effects of speech rate on the ap-
pearance and disappearance of words are based on perceptual
expectations or post-perceptual reinterpretation of the input.

Experiment overview

As a first step toward testing the predictions of the forward
model, we used the visual world paradigm (Tanenhaus et al.,
1995) to assess the effect of context speech rate on the in-
terpretation of indefinite singular and plural noun phrases.
In these noun phrases, the presence or absence of the plu-
ral morpheme —s was phonemically ambiguous, due to the
presence of a sibilant-initial word following the target expres-
sion. In addition, the speech rate of sentence material distal
(i.e. non-local) to the onset of the target expression was ma-
nipulated such that the segments surrounding the determiner
in singular noun phrases had a faster speech rate than the dis-
tal context and the segments surrounding the onset of plural
noun phrases had a slower speech rate than the distal con-
text. These distal context manipulations were predicted to
bias listeners to fail to perceive acoustically present determin-
ers within singular noun phrases and to falsely perceive deter-
miners prior to plural noun phrases, thereby shifting whether
the noun phrases were judged to be singular or plural. We
hypothesized that listeners’ expectations about the acoustic-
phonetic realization of upcoming segments within an utter-
ance would be the source of these perceptual effects, and that
manipulating the speech rate of material distal to the onset
of the target expression would therefore influence fixations to
pictures of singular vs. plural referents during the real-time
processing of the noun phrase.

Methods
Participants

Thirty-two native English speakers from the University of
Rochester participated in the visual world experiment. All
participants had normal hearing and normal or corrected-to-
normal visual acuity.

Materials

The speech stimuli used in the experiment were 24 grammati-
cal declarative sentences containing a target noun phrase con-
sisting of an adjective and plural noun (e.g. (a) brown hen(s)).
Each target expression was preceded by at least six syllables
of utterance context ending in a vowel or rhotic consonant
(e.g. The Petersons are looking to buy), a phonetic context in
which a high degree of coarticulation with the determiner a
would be expected. The target expression was followed by at
least two additional syllables, beginning with a sibilant-initial
word (e.g. soon) to increase participants’ reliance on the de-
terminer, rather than the presence or absence of plural —s, as
a cue to number.

preceding determiner target
context region  expression

singular

no manipulation 1480 381 598

distal manipulation 2812 381 1137
plural

no manipulation 1480 313 598

distal manipulation 888 313 359

Table 1: Mean durations of each sentence region by target
expression type and condition. For each recording, duration
of the determiner region was identical between distal- and no-
manipulation versions of each recording.

Spoken sentences containing singular and plural versions
of the target expression were elicited from 12 speakers and
recorded using a Marantz PMD 660 digital recorder sam-
pling at 44.1 kHz in a sound-attenuated booth. A singular
and plural version of two critical items were selected from
each speaker’s recordings. The pitch synchronous overlap-
and-add algorithm was then used to create two resynthesized
versions of each recording (Moulines & Charpentier, 1990),
in addition to two versions not discussed here. In the distal-
manipulation condition, the speech rate of sentence material
distal to the potential location of a determiner was altered;
in the no-manipulation condition, the speech rate of the ut-
terance was unaltered. For singular expressions, the distal
speech rate manipulation involved temporally expanding the
utterance context preceding and following the determiner re-
gion (the region beginning with the word preceding the de-
terminer and ending with the following phoneme, e.g. buy
a b-) by a factor of 1.9. This manipulation resulted in the



determiner region having a faster speech rate than the sur-
rounding context. Likewise, the distal speech rate manipu-
lation for plural expressions involved temporally compress-
ing the determiner region by a factor of .6, to slow the rate
of the determiner region relative to the surrounding context
and thereby encourage the perception of an acoustically ab-
sent determiner. The mean duration across each region of the
stimuli in each condition is provided in Table 1.

To reduce the salience of the singular-plural ambiguity in
the critical items, 18 singular and 18 plural filler items were
included in which the number of the target expression was
more clearly signaled (e.g. that rusty knife). Of these filler
items, one third were temporally compressed by a factor of .6
and one third were expanded by a factor of 1.9.

Procedure

Each trial began with the presentation of a visual display con-
taining four clip-art pictures. Two pictures depicted singular
and plural versions of the target expression. The other two
were singular and plural versions of a different object whose
labels were phonologically unrelated to the target word. To
ensure visual similarity between singular and plural pictures,
the two versions of each picture were created by manipulat-
ing a single picture, either by duplicating and superimposing
copies of a single target object or by isolating a single object
within a picture of multiple target objects.

After 500 ms of display preview, participants heard a spo-
ken sentence over Sennheiser HD 570 headphones. Their
task was to click on the picture referred to in the sentence.
Participants were not given feedback on their performance,
and incorrectly selected a distractor picture on fewer than
.5% of all critical trials. Throughout the study, eye move-
ments were tracked and recorded using a head-mounted SR
Research EyeLink II system sampling at 250 Hz, with drift
correction procedures performed after every fifth trial.

Two sets of three lists were constructed by randomizing
picture positions and trial order, dividing the experiment into
three blocks, and rotating through permutations of the blocks.
Within each list, an equal number of items were assigned to
each of four singular and four plural conditions. The pairing
of items with conditions was counterbalanced across partic-
ipants, and each participant encountered each sentence only
once. All lists started with four filler items to familiarize par-
ticipants with the referent identification task.

Analyses

Response choices were analyzed with separate multilevel lo-
gistic regression models for singular and plural items. Condi-
tion, the duration of the sibilant -s in each recording, and their
interactions were included as fixed effects, and random inter-
cepts and slopes were included for participants and items. For
the measure of sibilant duration, we used the duration of the
sibilant in each recording prior to manipulation, to minimize
collinearity between sibilant duration and condition and to ac-
count for known effects of rate normalization on the relation
between phoneme duration and segmentation (e.g. Miller,

1987). The duration of the sibilant was standardized by sub-
tracting the mean value and dividing by the standard devia-
tion. The final model was selected by removing fixed and
random effects stepwise and comparing each smaller model
to the more complex model using the likelihood ratio test
(Baayen, Davidson, & Bates, 2008).

Growth curve analysis was used to evaluate the proportions
of fixations to singular and plural target pictures over time by
condition (Mirman et al., 2008). This analysis method is a
variant of multi-level regression modeling that has emerged
as an alternative to other statistical methods used to evalu-
ate effects of experimental manipulations in the visual world
paradigm. In growth curve analysis, the proportions of fix-
ations to a picture are first aggregated by participants or by
items for each condition at each time point sampled within
the region of interest. Orthogonal power polynomial terms
are then fit to the resulting fixation proportion curves to model
variations in curve parameters (e.g. the intercept and slope)
that can be attributed to the independent variable(s) and to
participant-wise or item-wise variation. Because it explicitly
models the trajectory of change in proportions of fixations
over time, growth curve analysis is a more appropriate and
temporally sensitive analysis technique than traditional anal-
ysis of variance approaches, which frequently entail the vio-
lation of assumptions about the independence and distribution
of data points and the loss of fine-grained temporal detail.

Separate growth curve analyses were conducted for fixa-
tions to singular and plural target pictures in response to sin-
gular and plural tokens, with the no-manipulation condition
used as the reference condition in all analyses. For analysis
of fixations during the processing of the target noun phrase,
data were aggregated and analyzed by participants and by
items (indicated throughout as Bj and B», respectively). Each
model used a third order polynomial to capture the generally
sigmoidal shape of the curves.

For analysis of fixations during the processing of the target
noun phrase, we characterized the effects of condition on the
shape of the fixation curve by adding to the base model the
effects of condition on the intercept and linear term, which
represent the overall mean curve height and the slope of the
curve. The onset of the adjective was used as the reference
point for consistency across analyses of singular and plural
conditions. Because items varied in the extent to which the
adjective in the target expression biased listeners toward the
target picture relative to the distractor picture, the onset of
signal-driven fixations relative to the start of the adjective was
determined by visually evaluating the point of divergence be-
tween the mean proportion of fixations to either version of
the target picture and the mean proportion of fixations to ei-
ther version of the distractor picture, averaged across condi-
tions. Averaging across singular and plural target pictures and
across conditions permitted unbiased evaluation of the mean
point of divergence (Barr, 2008), estimated to be 300 ms af-
ter the onset of the adjective. Fixation curves were therefore
analyzed between 300 and 1500 ms after adjective onset.



Results
Responses in the picture selection task
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Figure 1: Proportions of correct picture selections.

Results from the picture selection task are shown in Fig-
ure 1. The regression model of responses for singular items
revealed significant effects of condition. Fewer singular tar-
get pictures were selected in the distal-manipulation condi-
tion than in the no-manipulation condition (B=2.12, z=5.24,
p<.0001). Analysis of responses to plural items showed the
opposite effect, with more singular target pictures selected in
the distal-manipulation condition than in the no-manipulation
condition (B=-2.09, z=-5.45, p<.0001). For both models, the
duration of the sibilant and by-participants and by-items ran-
dom slopes did not contribute significantly to variance in re-
sponse data and were not included in the final model.

These data show a pattern similar to those in off-line re-
sponse choice data obtained by Dilley and Pitt (2010) in a
sentence transcription task using a wider variety of function
words. Increasing the relative speech rate of the determiner
by slowing the rate of the distal context decreased the likeli-
hood of listeners perceiving the determiner, whereas speed-
ing up the distal context biased listeners to perceive a deter-
miner that was not present in the signal. In addition, these
results confirmed that the sibilant following the target noun
was acoustically ambiguous, causing listeners to base their
judgments primarily on the perception of the determiner.

Fixations during processing of target expression

Figure 2 shows the ratio of mean fixation proportions for sin-
gular target pictures to the sum of mean fixation proportions
for both singular and plural target pictures, averaged across
the window starting at 300 ms after the onset of the adjec-
tive and ending 300 ms after the offset of the target expres-
sion. The pattern of results was similar to the effects observed
in responses in the picture selection task. During the pro-
cessing of singular expressions, the proportion of fixations to
the singular picture was higher overall in the no-manipulation
condition than in the distal-manipulation condition. Fixations
during the processing of plural expressions showed the oppo-
site effect. The proportion of fixations to the singular picture
was higher in the distal-manipulation condition than in the
no-manipulation condition. This pattern of results supported
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Figure 2: Ratio of mean proportions to singular target pictures
to the sum of mean proportions to singular and plural target
pictures between 300 ms following adjective onset and 300
ms following the offset of the target expression.

the prediction that effects of distal speech rate manipulation
on listeners’ judgments would manifest during real-time com-
prehension.

Figure 3 (left) provides more detailed information about
the time course of fixations to singular and plural pictures
during the processing of singular items. Growth curve analy-
sis revealed that distal manipulation had a significant negative
effect on the intercept term for fixations to the singular picture
(B1=-.16, 1;=-5.33, p<.0001; By=-.15, ©=-4.36, p<.0005)
and a significant positive effect on the intercept term for fixa-
tions to the plural picture (B1=.07, 11=2.19, p<.05; B,=.07,
1©=1.79, p<.l), although this effect was marginal in the
items analysis. Relative to the no-manipulation condition,
the distal-manipulation condition elicited a lower overall pro-
portion of fixations to the singular picture and a higher over-
all proportion of fixations to the plural picture. Further, the
linear term showed significant effects of distal manipulation
on fixations to both the singular picture (B1=-1.23, t;=-4.07,
p<.0001; By=-1.18, =-4.28, p<.0001) and the plural pic-
ture (B1=.87, 11=2.84, p<.0001; B»=.79, 1,=19.83, p<.0001),
suggesting that the rate of change was less steep overall for
fixations to singular pictures and steeper for fixations to plural
pictures in the distal-manipulation condition.

Figure 3 (right) shows the time course of fixations to sin-
gular and plural target pictures during the processing of plu-
ral items. For the most part, analyses of fixations during
the processing of plural items yielded a pattern of results
similar to that obtained for singular items. Relative to the
no-manipulation condition, the intercept term was signifi-
cantly higher in the distal-manipulation condition than in
the no-manipulation condition for fixations to singular pic-
tures (B1=.08, 11=3.22, p<.005; B»=.08, nn=3.21, p<.005),
and lower for fixations to plural pictures (Bj=-.14, t;=-4.43,
p<.0001; By=-.14, 1,=-4.26, p<.0005). Further, the linear
term for fixations to the singular picture differed significantly
across conditions (B1=.81, #;=3.65, p<.0005; By=-.79, t,=-
19.83, p<.0001), but the linear term for fixations to the plural
picture did not (B1=.15, t;=.45, p>.1; B»=.23, 1,=.70, p>.1).
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In summary, participants were less likely overall to fixate
plural pictures and more likely to fixate singular pictures in
the distal-manipulation condition than in the no-manipulation
condition. This result demonstrates that manipulating the
speech rate of an utterance distal to the potential location of a
determiner influences whether a determiner is perceived dur-
ing the real-time processing of indefinite noun phrases, con-
sistent with the predictions of the forward modeling account.

Discussion

When speech distal to the onset of an indefinite determiner at
the onset of a singular noun phrase was temporally expanded,
listeners were less likely to perceive the determiner and were
more likely to select a plural picture as the referent of the
noun phrase. Conversely, when speech distal to the onset
of a plural noun phrase was temporally compressed, listen-
ers were more likely to select a singular picture, suggesting
that the distal context manipulation induced the perception of
a determiner that was not acoustically present in the signal.
The absolute speech rate of the determiner region of each item
was identical across conditions, demonstrating that it was the
speech rate of the determiner relative to its surrounding con-
text, rather than its absolute rate, that drove these effects.
Crucially, fixations to singular and plural pictures revealed
that effects of distal speech rate occurred during the real-time
processing of the target expression, strongly suggesting a lo-
cus of the effect in perceptual expectations. The observed
time course of speech rate effects demonstrates that listeners
entrain to the overall rate at which speech sounds are articu-
lated within an utterance and expect this speech rate to per-
sist in upcoming material, biasing them to expect relatively
long stretches of speech to contain more morphophonolog-
ical constituents and relatively short stretches of speech to
contain fewer. Indeed, expectations based on context speech
rate may be a powerful cue in the online interpretation of nat-
ural speech, which is generally readily interpretable despite

frequently degraded or ambiguous spectral cues to segmental
content.

According to a forward modeling account of spoken lan-
guage processing, the language processing system includes
a component that integrates relevant contextual information
from a variety of sources, such as speech rate and speaker
identity, to predict the acoustic-phonetic attributes of different
lexical alternatives. These expectations crucially influence
listeners’ perception of the incoming acoustic signal and the
relative activation of competing lexical alternatives. Further,
mismatch between expectations and the signal is predicted to
result in feedback that continuously updates the probabilistic
links between contextual factors and expected outcomes.

Although most of the growing body of work demonstrat-
ing fine-grained sensitivity to acoustic detail has not been
framed in terms of perceptual expectations (e.g. Gow, 2001;
Hawkins, 2003; Salverda et al., 2003; though see McMurray
et al., 2011), such findings are congruent with this frame-
work. Particularly suggestive are effects of acoustic detail
being conditioned by context manipulations (e.g. Salverda et
al., 2007; Sumner & Gafter, 2011) and by speaker-specific
characteristics (e.g. Kraljic et al., 2008; Creel et al., 2008).

Our findings set the stage for further tests of predictions
of the forward modeling account. For example, if perceptual
expectations about upcoming speech are represented proba-
bilistically, the variance of the distribution of expected acous-
tic forms should influence the magnitude of expectation-
based effects on perception. Moreover, incongruence be-
tween expectations and the actual realization of a word in
context should result in perceptual adaptation bringing expec-
tations more in line with relevant characteristics of the signal
(e.g. speaker-specific accent or idiosyncratic prosody). To test
these predictions, we are manipulating the relative speech rate
not only of the determiner region, but also of segments sur-
rounding the sibilant following the target expression.



Conclusions

This study demonstrates that perceptual expectations have
sufficiently strong effects on perception to make words ap-
pear within and disappear from the signal during real-time
language processing. Forward modeling of the acoustic re-
alization of upcoming speech may be a crucial mechanism
enabling listeners to cope with and exploit variability in the
input, particularly when spectral cues are degraded or am-
biguous. These findings establish distal speech rate manipu-
lation as a suitable experimental paradigm for testing further
predictions of the forward modeling account.
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