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Abstract 

The Language ENvironment Analysis (LENA) system is a 
wearable audio recorder that collects daylong recordings; it 
identifies and classifies speech, providing automated measures 
of adult word counts and other vocalization metrics. Clinicians 
and researchers adopted LENA for analysis of the at-home 
language and acoustic environments of children at risk for 
speech-language delay or disorder. A primary issue for 
researchers and clinicians is the reliability of LENA derived 
speech classification and adult word count (AWC). We tested 
classification and AWC reliability in LENA recordings from 15 
families with young children who were typically developing, 
hearing impaired with a hearing aid, or were profoundly deaf 
with a cochlear implant. The analysis focused on samples of 
audio classified by LENA as containing speech and samples 
classified as non-speech within one recording from each family. 
Human listeners identified start and end points of speech by 
adult female or male talkers and child vocalizations, as well as 
the number of words produced by adult talkers during speech 
intervals. Our results suggest marginal reliability for LENA’s 
classifications, with approximately a 2:1 ratio of adult speech 
found vs. missed. These results suggest that LENA’s automatic 
measures of AWC and other vocalization metrics should be 
interpreted cautiously. 

Index Terms: Automatic speech recognition (ASR), human-
computer interaction, Language ENvironment Analysis 
(LENA) system, computational paralinguistics 

1. Introduction 

1.1. Variability in children’s language and auditory 
environments, and effects on language development 

Young children’s speech and language development depends in 
part on frequent daily experience with speech-language input in 
their auditory environment [1-3]. Children can experience 
dramatically different numbers of words produced by adult 
caregivers, e.g., as a function of household socioeconomic 
status, where this impacts the rate of language development [4, 
5]. In turn, the amount of speech heard by young children 
affects their rate of language growth.  

Given findings of variability in the amount of speech 
experienced by children, there is considerable interest and value 
in identifying means of efficiently collecting accurate estimates 
of how much high-quality adult speech is experienced by young 
children on a daily basis. Knowing about a child’s language 

environment could be particularly beneficial for children at-risk 
for speech-language disorder or delay, such as children with 
moderate to profound hearing loss [6, 7]. Of particular interest 
is the language development of children who receive cochlear 
implant surgical intervention for severe to profound hearing 
loss [8, 9]. Cochlear implants are auditory prostheses, which 
perform a frequency analysis on auditory input; they transmit 
frequency information by way of an electrode array, surgically 
implanted into the cochlea, that provides electrical stimulation 
directly to the auditory nerve. Understanding how much speech 
children experience– especially those with cochlear implants – 
can provide valuable information for clinicians and parents in 
planning to maximize their speech-language outcomes.   

1.2. The LENA system: An automatic speech processing 
(ASP) device for understanding children’s language 
environments 

Automatic speech processing (ASP) technology has been 
applied in recent decades to understanding variability in speech 
and auditory input in children’s environments [10]. A 
proprietary ASP device that has gained prominence among 
clinicians and researchers interested in children’s language 
development is known as the Language ENvironment Analysis 
(LENATM; LENA Research Foundation, Boulder, CO) system 
[6, 11-17]. The LENA system consists of a body-worn audio 
recorder designed to be worn unobtrusively on the body of a 
child, together with ASP processing software. The system 
hardware has been designed to collect audio recordings of up to 
16 hours.  

Audio collected by LENA’s hardware is uploaded to a 
computer and processed off-line in several steps. The software  
segments and assigns labels using standard methods like 
Gaussian mixture and hidden Markov models. In the first step, 
the audio is segmented into short audio portions (typically 
~600-1000 ms in length) based on extraction of acoustic 
features used to partition the audio stream. In a subsequent step, 
these short audio portions are assigned a preliminary sound 
category classification consisting broadly of one of two types 
of categories: (i) vocal tract activity by humans (speech by adult 
female or male speech and child vocalizations; and (ii) other 
sound events, including environmental sounds (like noise or 
television) and silence. After that, the goodness-of-fit 
associated with the preliminary sound category classification is 
compared with the goodness-of-fit associated with a Silence 
model. If the latter fit is better than the former, then the 
preliminary sound category classification is replaced with a 
corresponding “Faint” or secondary category; this step is meant 



to distinguish sound events which are in the near field from 
“faint” sounds in the far field.  

In a final step, the software uses the classifications of the 
short audio portions to group together successive short audio 
portions into alternations of conversational blocks and pause 
units. A conversational block corresponds to a successive 
sequence of short audio portions identified as near-field human 
vocal tract activity separated by less than five seconds. In 
contrast, each pause unit is a stretch of audio bounded by a pair 
of conversational blocks separated by over five seconds.  

Importantly, short audio portions within conversational 
blocks that are classified as near-field human vocal tract activity 
are used to derive a number of estimates of the child’s language 
environment. In particular, short audio portions classified as 
near-field adult male or adult female speech are used to derive 
automated estimates adult word count. The extent to which 
LENA derives an accurate automatic estimate of the number of 
adult words in a child’s environment therefore depends on the 
extent of its accuracy in classifying short audio portions as 
speech – specifically, as adult speech. The present paper 
assesses accuracy of LENA’s classifications of short audio 
portions as speech (including adult vs. child speech), as 
opposed to not speech.  

1.3. Prior studies of LENA reliability and accuracy 

Several studies of reliability of LENA’s automatic language 
estimates have been reported [18-21]. However, most of these 
studies did not appeared in peer-reviewed research journals 
and/or certain study details lead to questions about its method 
of assessing reliability/accuracy and/or generalizability of the 
results. For example, in a well-cited unpublished technical 
report from LENA Corporation, Xu et al. [19] stated “false 
negative classifications…were simply excluded from the final 
estimates” of accuracy (p. 4). Another study by Canault et al. 
[20] reported reliability based on calculations made from non-
independent sample subsets and indicated considerable 
variability in accuracy across recordings.  

Even fewer studies have focused on LENA’s accuracy, as 
opposed to its reliability [21]. Existing studies lend little insight 
into how classification accuracy might vary across different 
kinds of distinctions which could impact LENA’s automatic 
language estimates. (See also [22].) LENA’s accuracy in 
classifying speech vs. non-speech has not been carefully 
evaluated. Most especially for LENA’s automatic estimates of 
word count, LENA’s accuracy in classifying adult speech has 
not been evaluated. 

1.4. The current study: LENA classification accuracy for 
speech, specifically adult speech 

LENA’s ability to derive accurate automatic developmental 
language estimates depends on its ability to accurately classify 
short audio portions as adult speech and/or as communicative 
child vocalizations. Any failure of the LENA ASP system to 
correctly classify speech as speech – or adult speech as adult 
speech – will lead to error in its developmental language 
estimates.  

For the present study, we focused on LENA’s accuracy in 
classifying speech as speech, and its accuracy in classifying 
adult speech as adult speech. Our approach prioritized “broad” 
sampling from many different participants to obtain an 
understanding of variability in accuracy across recordings and 
home language environmental contexts. We employed a 

method whereby human listeners judged the start and end times 
of adult speech and of communicative child vocalizations, 
thereby providing ground-truth determinations of when 
meaningful human communications were occurring as distinct 
from all other kinds of auditory events and environments. We 
then evaluated accuracy of LENA’s classifications of speech 
(vs. non-speech) and of adult speech (vs. all other sound events 
and environments). 

2. Method 

2.1. Participants 

LENA samples for the present study came from a database of 
LENA recordings made as part of an ongoing project at the 
Ohio State Wexler Medical Center Department of 
Otolaryngology on the impacts of home environmental input on 
language development in children with hearing loss. 
Participating families in the broader project agreed to their child 
wearing a LENA system for one or more days as part of a study 
of their home language environment. The present sample came 
from a single day-long recording from each of 15 randomly-
selected participating families which had a target child aged 7 
– 33 months at the time of the recording. Target children in 
participating families had a range of hearing statuses: 8 had a 
cochlear implant, 5 had hearing aids, and 2 were normal 
hearing. Target children with cochlear implants had 3 – 21 
months post-implantation hearing experience. 

2.2. Audio selection 

From within each recording, speech was selected from a range 
of points during the day for analysis, according to the following 
procedure. First, the first and last 30 conversational blocks of 
the recording that occurred while the child was awake were 
included. Next, if either the first or last 30 conversational blocks 
totaled less than 10 minutes of speech from the beginning or 
end of the file, additional conversational blocks were included 
from the beginning or end, respectively, until a minimum of 10 
minutes of selected speech was reached. Additionally, short, 
randomly selected 5-second portions of audio file that LENA 
had coded as pause units totaling at least 2 minutes were 
selected for analysis for each selected recording. Across all 
selected recordings, we analyzed a mean of 30.2 minutes of 
audio per participant family (SD = 6.3 minutes; range = 23.2 – 
51.8 minutes). 

2.3. Automatic analysis of speech by LENA 

LENA automated analysis was exported for all conversational 
blocks within each sample. Segments of speech were labeled by 
LENA as female adult near (FAN), male adult near (MAN), key 
child (CHN), other child (CXN), overlapping vocals (OLN), 
TV/electronic media (TVN), noise (NON), silence (SIL), and 
uncertain/fuzzy (FUZ). The automatic segmentation by LENA 
inserted into a Praat [23] TextGrid that human coders could 
reference as they analyzed the speech content in each sample.  

2.4. Analysis of speech by human listeners 

Human listeners used Praat to demarcate when adult male, adult 
female, and child vocalizations occurred within each sample. In 
cases where LENA coded speech as overlap (OLN), and there 
was overlapping noise to interfere with signal processing, the 
segment was marked for exclusion.  



2.5. Comparison between LENA and human listeners 

In order to characterize LENA’s classification accuracy, the 
analyzed audio was split into 50 ms frames. For each frame, the 
segment code given by LENA was compared to the 
classification for that frame given by the human coder. In cases 
where a bin straddled two labels, the label associated with the 
larger temporal proportion of the bin was taken to characterize 
the entire frame. In our analysis, we focus on LENA’s accuracy 
in classifying frames which humans coded as consisting of 
human communicative vocal activity by adults and/or children. 
Frames which humans classified as containing human 
communicative vocalizations should be coded by LENA as 
either FAN or MAN (for adult female or adult male speech, 
respectively) or as CHN or CXN (for communicative 
vocalizations by the target child or other child, respectively). 

3. Results 

3.1. LENA performance in the 4 by 8 classification 

We first assessed LENA’s accuracy in classification relative to 
human listeners. Table 1 presents the number of 50 ms frames 
classified by human listeners as adult female speech, adult male 
speech, child vocalizations, or other (on rows) and the 
corresponding LENA classification code for these frames (in 
columns). Overall, LENA accurately classified 70.5% of 
frames. 

3.2. Four-way classification of speech  

Next, LENA codes were collapsed to four categories, and the 
percentage of frames accurately classified for each family was 
calculated. Table 2 shows percentages for each category 
averaged across participants. The mean percentage of correct 
classifications for human communicative vocalizations ranged 
from 60% for female adult speech to 64% for male adult speech. 

3.3. Speech vs. non-speech binary classification 

Table 3 reports accuracy for two categories: speech (adult 
female speech, adult male speech, or child vocalizations) vs. 
nonspeech. Table 3 shows that human identified speech and 

non-speech frames were classified as speech or non-speech by 
LENA an average of 76% and 78% across participants, 
respectively. This binary classification scheme permitted 
expressing accuracy for speech vs. nonspeech classifications as 
an odds ratio, namely, the ratio of percentage of correct to 
incorrect classifications by LENA. For example, Table 3 shows 
that, LENA correctly classified 76% of frames classified by 
human coders, and incorrectly classified  
nonspeech” 24% of the time, for an odds ratio of 3.1:1. There 
was considerable variability in LENA’s accuracy of the speech 
vs. nonspeech classification. For human identified speech, 
LENA’s classification accuracy expressed as an odds ratio 
ranged from 1.8:1 to 6.5:1; conversely, for ground-truth 
nonspeech, LENA’s classification accuracy expressed as an 
odds ratio ranged from 1.3:1 to 10.1:1. 

3.4. Adult speech vs. not adult speech binary classification 

Table 4 reports accuracy for two categories: adult speech 
(female or male) vs. not adult speech (i.e., all other kinds of 
human or environmental sound code). Table 4 shows that 
ground-truth adult speech, as identified by human coders, was 
correctly classified as adult speech by LENA an average of 68% 
of the time across participants (odds ratio 2.1:1), while frames 
identified as not consisting of adult speech were accurately 
classified by LENA an average of 89% of the time across 
participants (odds ratio 8.1:1). For ground-truth adult speech, 
LENA’s classification accuracy expressed as an odds ratio 
ranged from 0.9:1 to 4.8:1; conversely, for cases identified 
ground-truth as not adult speech, LENA’s classification 
accuracy expressed as an odds ratio ranged from 1.8:1 to 33.1:1. 

3.5. Individual variability across participant recordings 

In order to examine the variability in frame-based accuracy 
across families and recordings, the odds ratios for all recordings 
in the binary speech vs non-speech (Figure 1) and adult speech 
vs not adult speech (Figure 2) were rank ordered. These plots 
highlight the degree of variability across families, and across 
classification types. 

 

 
 

 

 

Table 1: Confusion matrix comparing classifications by human listeners (rows) and classifications by LENA (columns). Cells 
are counts of 50 ms frames, aggregating across all selected portions of recordings for all subjects. Bold-face cells are 
accurate classifications, given the four-category human coding scheme that was employed. See text. 

	 	 LENA Classifications 

  FAN MAN 
CHN or 

CXN 
NON OLN TVN FUZ 

SIL or 
“faint” 

Totals 

H
u

m
an

 
cl

as
si

fi
ca

ti
on

s 

Female adult 
speech 

50270 5276 10935 212 6294 1852 6813 5458 87110 

Male adult 
speech 

9422 26869 1862 51 1637 870 2966 2464 46141 

Child 
vocalization 

7871 634 58880 249 7367 757 5049 10288 91095 

Other 18937 14270 38133 3032 24333 8561 51737 156953 315956 

 Totals 86500 47049 109810 3544 39631 12040 66565 175163 540302 



Table 2: Mean percentages and standard deviations (in 
parentheses) across participants of 50 ms frames classified by 
human listeners as one of four categories (rows) and the 
corresponding classification by LENA (columns). Bold-face 
entries on the diagonal are correct classifications.  

 FAN MAN CHN/CXN Other 
Female adult 60 (11) 5 (8) 11 (9) 24 (9) 

Male adult 16 (16) 64 (21) 4 (6) 16 (9) 
Child  8 (5) 1 (1) 63 (12) 29 (11) 
Other 6 (5) 5 (9) 11 (8) 78 (10) 

 

Table 3: Mean Percentages and standard deviations (in 
parentheses) across participants of 50 ms frames for the 
binary distinction of speech (i.e. adult male, adult female, and 
child vocalizations) vs non-speech for human listeners (rows) 
and LENA (columns). Odds ratios are also presented for the 
mean percentages with standard deviations in parentheses. 
The minimum and maximum odds ratios across participants 
are also presented. 

 Speech 
Non-

Speech 

Odds 
Ratio 
(SD) 

Odds 
Ratio 

(Min,Max) 

Speech 76 (6) 24 (6) 3.1 (1.2) 1.8, 6.5 

Non-
Speech 

22 (10) 78 (10) 3.5 (2.6) 1.3, 10.1 

Table 4: Mean percentages and standard deviations (in 
parentheses) across participants of 50 ms frames for the binary 
distinction of adult speech (i.e., adult female or adult male 
speech) vs. not adult speech, for human listeners (rows) and for 
LENA (columns). Odds ratios are also presented for the mean 
percentages with standard deviations in parentheses. The 
minimum and maximum odds ratios across participants are 
also presented. 

 Adult  Not 
Adult  

Odds 
Ratio (SD) 

Odds Ratio 
(Min,Max)  

Adult  68 (9) 32 (9) 2.1 (1) 0.9 / 4.8 

Not-Adult  11 (9) 89 (9) 8.1 (9.6) 1.8 / 33.1 

   
Figure 1: Odds ratios for speech for each recording rank 
ordered. A) Odds ratio of detecting frames of speech correctly. 
B) Odds ratio of correctly identifying frames as non-speech. 
The dashed lines represent the average odds ratio across 
participants. 

 
Figure 2: Odds ratios (% correct / % incorrect) for adult speech 
for each recording rank ordered. A) The odds ratio of detecting 
50 ms of adult speech correctly. B) The odds ratio of correctly 
identifying a 50 ms frame as not adult speech. The dashed lines 
represent the average odds ratio across participants. 

4. Discussion 

Accurately quantifying the speech environment of young 
children could assist in maximizing their language outcomes. 
However, results presented here show that LENA accurately 
classifies speech vs. non-speech only 76-78% of the time in 
these samples. For every 3 to 4 frames correctly classified as 
speech, one was misclassified. LENA’s performance was worse 
when classifying adult speech. LENA correctly classified adult 
speech (as FAN or MAN) only 68% of the time. Thus, for every 
two frames of adult speech correctly classified as adult speech, 
one was incorrectly classified as not adult speech. This 
misclassification negatively influences the ability of LENA to 
generate accurate summary statistics, creating uncertainty in its 
reliability as a measurement device. 

LENA’s performance in classification significantly varied 
across participants. This may indicate that classification by 
LENA depends upon environmental factors specific to each 
recording. These findings about variability in LENA’s 
classification accuracy of speech across participants suggests 
caution in interpreting its automatic language measures. 

5. Conclusions 

The present work provided evidence that the reliability of 
LENA software is not consistent across environments.  Our 
findings suggest that LENA is useful for automatic monitoring 
of speech and language environments but the speech 
classification abilities need to be tailored to the specific 
purposes of usage.  It remains to be seen what environmental 
qualities influence reliability, and how classification reliability 
is related to adult word count and conversational turn counts 
provided by LENA.      
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