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Abstract
Listeners resolve ambiguities in speech perception using multiple sources, including non-local or distal speech rate (i.e., the
speech rate of material surrounding a particular region). The ability to resolve ambiguities is particularly important for the
perception of casual, everyday productions, which are often produced using phonetically reduced forms. Here, we examine
whether the distal speech rate effect is specific to a lexical class of words and/or to particular lexical or phonological contexts. In
Experiment 1, we examined whether distal speech rate influenced perception of phonologically similar content words differing in
number of syllables (e.g., form/forum). In Experiment 2, we used both transcription and word-monitoring tasks to examine
whether distal speech rate influenced perception of a reduced vowel, causing lexical reorganization (e.g., cease, see us). Distal
speech rate influenced perception of lexical content in both experiments. This demonstrates that distal rate influences perception
of a lexical class other than function words and affects perception in a variety of phonological and lexical contexts. These results
support a view that distal speech rate is a pervasive source of information with far-reaching consequences for perception of lexical
content and word segmentation.
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Introduction

Even under ideal conditions, speech perception is a challeng-
ing task. When listening to everyday speech, a listener is ex-
posed to a signal that contains multiple ambiguities that could

be parsed in a number of different ways. Because speech does
not generally contain clear acoustic cues to word boundaries,
the issue of how a listener segments the stream into individual
words has been a long-standing topic of interest. Listeners
have been shown to use a multitude of different types of cues
to cope with this challenge, including fine phonetic detail
(Clayards, Tanenhaus, Aslin, & Jacobs, 2008; McMurray,
Tanenhaus, & Aslin, 2002), phonotactic information
(McQueen, 1998; Vitevitch & Luce 1999), suprasegmental
cues, e.g., timing (Beach, 1991; Cutler & Norris, 1988), and
syntactic and semantic predictability (Mattys, Melhorn, &
White, 2007; Morrill, Baese-Berk, Heffner, & Dilley, 2015;
Staub & Clifton, 2006). These cues, ranging from very fine-
grained and acoustic to broader and more knowledge-based,
are integrated to interpret the signal in a relatively seamless
way. How do listeners determine the most likely meaningful
units – words, syllables, and phonemes – that comprise the
speaker’s message?

Recent years have seen an upsurge of interest in the role of
timing as a cue that may be used by listeners to recover a
speaker’s intended meaning (Bell et al., 2009; de Ruijter,
Mitterer & Enfield, 2006; Levinson, 2016; Dilley & Pitt,
2010; Peelle & Davis, 2012; Gahl, Yao, & Johnson, 2012;
Mahowald, Fedorenko, Piantadosi, & Gibson, 2013;
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Ravignani, Honing, & Kotz, 2017; Reinisch, 2016; Seyfarth,
2014; van de Ven& Ernestus, 2017; Ding, Patel, Chen, Butler,
Luo, & Poeppel 2017). Of particular interest for our work is
how timing information in the speech contextmay influence –
or even determine – perceived lexical interpretations in cases
of ambiguity that relate specifically to the number of syllables
in the utterance. For example, the disyllabic word align is
potentially confusable with the monosyllabic word line in
the phrase I align the paper; not only are align and line dif-
ferent lexical items, but they also differ in numbers of sylla-
bles. Phonetically, timing cues may distinguish productions of
similar-sounding yet distinct lexical parses differing in sylla-
ble count (Browman & Goldstein, 1990; Dilley, Arjmandi, &
Ireland, 2017; Fougeron & Steriade, 1997; Manuel et al.,
1992). Importantly, such cases of ambiguities in numbers of
syllables associated with different lexical items (e.g., align vs.
line) are distinguished from cases of optional syllable reduc-
tion for the same lexical item. For example, camera has a
variant pronunciation cam’ra (Bürki, Fougeron, Gendrot, &
Frauenfelder, 2011; Davidson, 2006; LoCasto & Connine,
2002; Patterson, LoCasto, & Connine, 2003). While camera
and cam’ra are merely variants of one another that differ in
numbers of syllables, phonetically similar align versus line
correspond to different lexical entries with distinctive
meanings.

It is critically important to understand the kinds of in-
formation that listeners might use to narrow ambiguous
lexical interpretations, given a potentially large set of
similar-sounding lexical candidates. An often-overlooked
problem is that, in deciding how many syllables are present
in the lexical items that form the final parse, listeners also
must somehow arrive at a decision of how many word
boundaries are present. Word boundaries are not consis-
tently marked acoustically, posing a challenge to under-
standing the process by which listeners recover a speaker’s
intended words (e.g., Mattys, Davis, Bradlow & Scott,
2012; Mattys, White & Melhorn, 2005; Norris &
McQueen, 2008). Thus, phonetically similar but lexically
distinctive parses involving different numbers of syllables
may form a single lexical item flanked by a word boundary
on either side (e.g., align vs. line in contexts like I align
(the paper) vs. I line (the paper), or they may correspond
to different numbers of syllables, as well as different num-
bers of word boundaries (e.g., guide vs. reduced guy had
[ga # d]). Such ambiguities in the speech signal have been
documented in multiple corpus and acoustic-phonetic stud-
ies (Ernestus & Warner, 2011; Johnson, 2004; Kohler,
1998, 2006; Niebuhr & Kohler, 2011; Schuppler,
Ernestus, Scharenborg, & Boves, 2011). The existence of
such varied phonetic ambiguities greatly increases the set
of meanings and structures that might be entertained in
lexical search (e.g., Brouwer, Mitterer & Huettig, 2012;
Poellmann, Bosker, McQueen, & Mitterer, 2014). Further,

semantic and/or syntactic context are not guaranteed to
sufficiently narrow down the set of candidate interpreta-
tions (cf. Snedeker & Trueswell, 2003).

The significance of the problem of how listeners narrow the
set of lexical interpretations that might be considered, given a
large set of phonetically overlapping candidates, is further
highlighted by the fact that many lexical items begin with a
vowel. Vowel-initial words often show few proximal acoustic
discontinuities at their onsets that might provide overt local
parsing cues for initiating segmentation (Dilley et al., 2017;
Dilley, Shattuck-Hufnagel, & Ostendorf, 1996). While glottal
irregularities may sometimes be observed at the onsets of
vowel-initial words (Dilley et al., 1996), more frequently,
heavy co-articulation of the vowel-initial word is observed.
In such cases, the word’s onset will often lack any detectable
amplitude dip, voicing irregularity, noise, or other discontinu-
ity that could serve as a proximal segmentation cue (Dilley
et al., 2017). This contrasts with cases in which a word begins
with a consonant, where the oral constriction gesture for the
consonant will often result in local discontinuities (e.g., in
amplitude, voicing, or fundamental frequency; Stevens,
2000); such consonant-like acoustic discontinuities provide
segmentation cues to listeners about numbers of syllables
and associated lexical interpretations (Heffner, Dilley,
McAuley, & Pitt, 2013; Hillenbrand & Houde, 1996). The
regular alternation of vocalic syllable nuclei and consonant
onsets/codas leads to characteristic amplitude envelope mod-
ulations in speech, which have further been shown to be im-
portant for intelligibility and to drive entrainment of neural
oscillations (Bosker & Ghitza, 2018; Ding, Melloni, Zhang,
Tian, & Poeppel, 2016; Doelling, Arnal, Ghitza, & Poeppel,
2014). These entrainment responses to amplitude envelope
variation reflect categorical knowledge of speech-specific
phonemes rather than simply a passive response to the enve-
lope (Di Liberto, O’Sullivan, & Lalor, 2015).

The challenge of understanding how listeners tell apart
lexically distinct but phonetically similar parses differing in
numbers of syllables is compounded by the fact that many
words whose careful or canonical pronunciations are
consonant-initial often have reduced or variant pronunciations
that are vowel-initial. For example, canonically /h/-initial
words may be spoken with reduced or elided cues to /h/
(e.g., had can be carefully produced as [hæd] or casually pro-
duced as vowel-initial [ d], or his [h z] as [ z]; Dilley et al.,
2017; Pierrehumbert & Talkin, 1991). Similar to words that
are lexically vowel-initial (e.g., align), variant vowel-initial
word forms (e.g., [ d] for had) may show reduced or totally
absent proximal acoustic discontinuities (e.g., glottalization or
frication noise for /h/), which could otherwise serve as overt
segmentation cues to the start of the word or presence of an
extra syllable. The problem of how listeners recover represen-
tations under the highly variable pronunciations that occur in
casual, everyday speech is a critically important and
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challenging problem in understanding the neurocognitive
mechanisms of speech perception (Alexandrou, Saarinen,
Kujala, & Salmelin, 2018; Drijvers, Mulder & Ernestus,
2016; Ernestus & Warner, 2011; Tucker & Ernestus, 2016).

It is well known that casual speech can result in extreme
reductions in pronunciation (e.g., Ernestus & Warner, 2011).
However, surprisingly little research has focused on how lis-
teners recover lexical representations when the speech results
in ambiguities in numbers of syllables arising from potential
co-articulation of vowel-initial words (or word variants), e.g.,
one-syllable line versus two-syllable align, one-syllable guide
versus two-syllable guy had [ga # d]. By contrast, the vast
majority of speech perception studies have focused on ambi-
guities where the number of syllables does not change across
lexical parses, including studies of ambiguities in consonant-
initial words, e.g., run picks versus rum picks (Gaskell &
Marslen-Wilson, 2001; Gow, 2001), or in ambiguities in num-
bers of word boundaries, e.g., two lips versus tulips (Gow &
Gordon, 1995), or topic versus top pick (Pickett & Decker,
1960).

The present studies tested the hypothesis that a specific
type of timing cue – namely, distal speech rate (Dilley &
Pitt, 2010) – would be an influential factor in listeners’ reso-
lution of lexical ambiguities arising from different candidate
numbers of syllables in possible parses. Distal speech rate is
defined here as the speech rate of syllables surrounding a
region with potential co-articulation across adjacent syllables
(e.g., syllables that begin and/or end with sonorants, such as
vowels, liquids, or glides). In the present studies, we demon-
strate that distal speech rate influences the number of syllable
listeners perceive – and that this subsequently influences the
lexical parses that they hear. In so doing, we hoped to deter-
mine whether effects of distal speech rate can be generalized
from affecting vowel-initial monosyllabic function words –
previously shown by Dilley and colleagues to be affected by
distal speech rate – to influence perception of a wide variety of
reduced, vowel-initial syllables. If so, this would show that the
effects of distal speech rate are not just limited to function
words but instead affect a wide variety of reduced vowel-
initial syllables and words.

Timing cues in perception and production

A sizeable body of research has shown that timing cues are
critical for understanding speech. For example, even when
spectral cues are severely degraded, listeners are capable of
robust speech understanding using primarily timing cues
(Remez, Rubin, Pisoni, & Carrell, 1981; Shannon, Zeng,
Kamath, Wygonski, & Ekelid, 1995). Listeners also use dura-
tion of words and syllables to disambiguate potentially am-
biguous stretches of speech (e.g., whether /kæp/ is the first
syllable of captain; Davis, Marslen-Wilson, & Gaskell,

2002). The duration of single segments influences perception
of ambiguous speech in both offline (Kemps, Ernestus,
Schreuder, & Baayen, 2004; Quené, 1992) and online tasks
(Gow & Gordon, 1995; Shatzman & McQueen, 2006).
Timing is also used in production to differentiate potentially
ambiguous stretches of speech. For example, speakers length-
en portions of ambiguous sentences to differentiate between
possible interpretations (Turk & Shattuck-Hufnagel, 2007).
Timing cues are also important for phoneme perception. For
example, Repp, Liberman, Eccardt, and Pesetsky (1978) dem-
onstrated that relative timing information of silence and noise
influenced perception of ambiguous sounds constituting either
a stop-fricative sequence or an affricate (e.g., great ship vs.
grey chip; see also, e.g., Dorman et al. 1976; Liberman et al.
1956; Lisker & Abramson, 1967; Miller & Liberman, 1979).
Speakers have also been shown to normalize for speech rate in
a manner that can influence which phoneme they perceive
(Miller, Aibel, & Green, 1984).

In addition to highly local cues such as the duration of
individual words, syllables, or segments, non-local cues such
as context, or distal, speech rate has also been shown to influ-
ence perception. Phoneme identification is subject to distal
rate effects, particularly when the phonemes have similar
spectral qualities and are typically differentiated by durational
information (e.g., voice onset time distinctions in English;
Liberman, Delattre, Gerstman, & Cooper, 1956; Miller &
Liberman, 1979). When the surrounding speech rate is rela-
tively slow, listeners perceive a segment as being shorter than
when that same segment is presented in a situation where the
distal speech rate is relatively fast. Listeners are more likely to
perceive a consonant with an ambiguous duration as being a
singleton when the distal speech rate is relatively slow and as a
geminate when the distal speech rate is relatively fast (Pickett
& Decker, 1960). That is, in a sentence such as He was the
topic of the year, which could be perceived as He was the top
pick of the year, listeners were more likely to interpret the
ambiguous region as a geminate (i.e., top pick) if the speech
rate surrounding the ambiguous region was relatively fast.
Previous studies suggest that listeners normalize for distal
speech rate in making judgments about phoneme identity
(Bosker, 2017; Miller & Liberman, 1979; Pisoni, Carrell, &
Gans, 1983; Sawusch & Newman, 2000).

Distal context speech rate and spoken word
recognition

The studies reviewed above show that timing can influence
phonetic perception. A newer and growing body of work has
shown distal context speech rate influences can influence
appearance or disappearance of entire lexical items. A
seminal study in this line by Dilley and Pitt (2010) involved
examination of highly co-articulated, ambiguous regions of
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speech as in the sentenceDon must see the harbor or boats…
in which the word (e.g., or) was pronounced with a great
degree of co-articulation and minimal amplitude envelope
cues to the presence of the function word (i.e., Don must see
the harbor boats). Dilley and Pitt manipulated the distal
speech rate of the area surrounding the target. When the sur-
rounding speech rate was relatively fast, either due to
compressing the speech rate of the distal speech or expanding
the speech rate of the target region, listeners were more likely
to report having heard the function word than when the distal
speech rate was relatively slow. They interpreted this
Bdisappearing word effect^ through a similar lens of rate-nor-
malization, that listeners create expectations for upcoming
spoken material that influence whether a function word is
present in an otherwise ambiguous region. Such an account
is compatible with a growing theoretical framework involving
data-explanation/predictive coding frameworks. Under such a
data-explanation view, a syllable is heard or not heard based
on generative processes within perceptual systems that give
rise to probabilistic expectations about incoming sensory in-
put based on high-level representations and contextual infor-
mation (Brown et al., 2014; Brown & Kuperberg, 2015;
Kurumada, Brown, & Tanenhaus, 2017; Norris, McQueen,
& Cutler, 2016; Olasagasti, Bouton, & Giraud, 2015; Park,
Thut, & Gross, 2018; Pickering &Garrod, 2013; Pitt, Szostak,
& Dilley, 2016; Tavano & Scharinger, 2015).

Subsequent studies of this Bdisappearing word effect^
demonstrated that distal speech rate interacts with a num-
ber of factors during spoken word recognition, including
intensity, frequency, and word duration (Heffner et al.,
2013), speech rhythm (Morrill, Dilley, McAuley, & Pitt,
2014), linguistic knowledge (Morrill, Baese-Berk,
Heffner, & Dilley, 2015), global speech rate (Baese-Berk
et al., 2014), and speech signal intelligibility (Pitt et al.,
2016). Of particular interest, Heffner et al. (2013) manipu-
lated acoustic cues that affected the clarity of amplitude
envelope cues to the presence of a word. They demonstrat-
ed that the distal speech rate effect was highly robust and
could cause a word to disappear, even when proximal am-
plitude envelope cues to the word were clear and salient.
However, distal speech rate had the largest effects when
proximal amplitude envelope cues to the word onset were
acoustically weak. While it is clear that distal speech rate
can influence perception of ambiguous speech, the types of
lexical items and phonological contexts over which this
mechanism operates are unclear.

Motivation for present study

Critically, studies of distal context speech rate have so far
focused on whether whole words disappear or appear, specif-
ically using stimuli that involved ambiguity in function word

presence or absence. Further, many of the prior studies have
only examined cases where the ambiguous region is flanked
by a word boundary on both sides, with less work generalizing
this phenomenon to other kinds of phonetic and structural
ambiguities. In the present study, we ask about the scope of
this distal speech rate effect, examining a range of word clas-
ses and phonetic environments, to better understand whether
this effect is limited to function words in a restricted set of
lexical/phonological contexts. The present work thus aimed to
test the hypothesis that distal speech rate is a factor that con-
strains lexical dynamics, allowing listeners to efficiently re-
cover a speaker’s message, given a large array of phonetically
similar-sounding parses potentially differing in numbers of
words, syllables, and/or phonemes (align vs. line, guy had
vs. guide).

Specifically, we hypothesized that distal speech rate is ap-
plicable to perception of (metrically and/or acoustically) weak
syllables more generally, providing important cues to presence
of a syllable boundary (and potentially a word boundary)
when amplitude envelopes are not clear and other cues (e.g.,
F0) do not appreciably vary.1 Consonants typically have a
relatively clear acoustic boundary, but vocalic segments, such
as those examined in the present study, often do not. In the
present study, we investigate the hypothesis that distal speech
rate provides general and pervasive effects in lexical percep-
tion and word segmentation across contexts.

Some initial evidence in support of this hypothesis came
from a study by Dilley, Morrill and Banzina (2013). They
demonstrated that the disappearing word effect emerges in
Russian for both cases with clear word boundaries surround-
ing the ambiguous region and those without (see also O’Dell
& Niemenen, 2018 for a similar finding in Finnish). However,
their Russian stimuli involved a variety of heterogeneous
items, and it is possible that their effects were driven by item
heterogeneity. That is, many of their stimuli were of the
Bdisappearing word^ type, and it is possible that these items
drove their effect. In Experiment 1, we directly test cases
where the two possible interpretations are different lexical
items, specifically content words (e.g., form vs. forum), rather
than function words.

Related to the question of whether the distal rate effect
operates most powerfully over word boundaries is the pos-
sibility that distal speech rate affects only function words,
since function words behave differently from content
words in a great many ways. The meaning of a sentence
may in many cases be clear to the listener with or without a
function word. Morrill et al. (2015) examined function

1 It should be noted that there are many cues to word segmentation other than
the amplitude envelope (e.g., F0, intensity, and word duration, among others).
These cues clearly interact with distal speech rate (see Heffner et al., 2013);
however, the focus of the present study is unclear amplitude envelope cues and
the use of distal speech rate to resolve ambiguities resulting from these unclear
cues.
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word perception in conjunction with the distal speech rate,
demonstrating that listeners show the disappearing word
effect and interpret function words as missing even when
the resulting sentence is not grammatically well formed in
English. Thus, function words may carry a different infor-
mational load to content words. Moreover, function words
are typically reduced acoustically (Bell, Brenier, Gregory,
Girand, & Jurafsky, 2009). Some theories of syntactic re-
duction predict that the presence or absence of a function
word modulates the information density of an utterance
(Jaeger, 2010). In some forms of professional jargon, such
as Aviation English, function words are entirely omitted,
and yet communicative clarity is not lost (Farris & Barshi,
2013). As a result, function words as a lexical class may be
particularly vulnerable to the disappearing word effect. If
listeners are aware that function words are especially likely
to be reduced, they may be more willing to perceptually
repair utterances that are lacking function words if evi-
dence in the distal speech rate is consistent with the pres-
ence of a function word. It is possible that this type of
repair is primarily limited to function words and does not
operate as robustly over content words.

Recent studies have begun to more systematically inves-
tigate how distal context speech rate can affect the interpre-
tation of upcoming speech material, systematically focus-
ing on the role of distal speech rate in segmentation (e.g.,
Canadian notes vs. Canadian oats; Heffner, Newman &
Idsardi, 2017). However, the study by Heffner et al.
(2017) did not focus on how distal rate may affect numbers
of syllabic units. Our hypothesis is that distal context
speech rate affects the dynamics of neural entrainment for
distinct lexical parses (Brown, Dilley, & Tanenhaus, 2014;
Tavano & Scharinger, 2015), which would be expected to
result in different numbers of syllabic units.

In the present study, we examine perception of content
words (e.g., tear vs. terror) to address whether distal speech
rate effects are limited to the lexical class of function words.
We hypothesize that distal speech rate influences percep-
tion of phonological material not just for the lexical class of
function words, but rather is a more general mechanism
impacting perception of syllables, especially those that are
weak and that lack clear amplitude onsets. If so, then distal
speech rate should influence the perception of content
words, in addition to function words. If the distal speech
rate effect, which influences perception of lexical content
and word boundaries, extends to content words as well as
function words and to other phonological contexts, these
results would suggest that distal speech rate may have a
far greater influence on word segmentation and spoken
word recognition as they are traditionally defined. Further,
if these effects emerge in both untimed and timed process-
ing, we can conclude that distal speech rate is a powerful
factor in spoken word recognition.

Overview of current studies

Here, we present a series of studies examining the role of
distal speech rate in speech perception. In Experiment 1, we
ask whether distal speech rate can influence which of two
content words the listener perceives when those words are
rendered ambiguous in casual speech (e.g., form/forum). In
Experiment 2a, we examine how distal speech rate influences
perception of ambiguous words and phrases with and without
schwa (e.g., press/oppress and cease/see us). Unlike previous
studies, we examine ambiguity word/phrase initially (press/
oppress), as well as word/phrase finally (cease/see us). In
Experiment 2b, we examine how distal speech rate influences
perception in a complementary on-line task, word detection.
In all three experiments we manipulate distal speech rate and
ask whether relative rate information influences lexical access
and spoken word recognition.

Experiment 1

In Experiment 1, we test whether the distal speech rate effect is
limited to function words by investigating whether this rate
effect influences lexical interpretations where alternative in-
terpretations of phonological material are content words. For
example, in the word forum, the second syllable begins with a
sound potentially lacking a salient amplitude envelope dip at
onset and possibly being ambiguous with the phonologically
related word form.

Methods

Participants

Participants (n = 40, age range = 18–42 years, mean = 20.1
years, SD = 3.9 years, 21 female) were adult native speakers
of General American English with no reported speech or hear-
ing difficulties. Informed consent was obtained for all partic-
ipants in this experiment and all subsequent experiments. No
individual participated in more than one experiment.

Materials

Sentences were based on target two-syllable trochaic words
(e.g., forum) that contained a weak syllable preceded by a
rhotic sound; the amplitude envelope cues for this weak syl-
lable therefore lacked a clear spectro-temporal discontinuity.
Each trochaic word had a corresponding phonologically-relat-
ed, one-syllable lexical counterpart omitting the weak syllable
(e.g., form). For example, in the sentence Jim has to tick the
forum today, the word forum could be reduced and produced
in a way that would make it ambiguous with form. A total of
18 pairs of words were created.
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Stimuli were recorded using a memory task following Pitt,
Dilley, and Tat (2011). In the task, participants were asked to
memorize a sentence on a screen and were then presented with
an additional word to integrate into the sentence. They were
instructed to speak this new sentence, including the integrated
extra word into the microphone. Previous work has suggested
that this paradigm results in sufficiently informal speech
allowing for the co-articulation of interest in the present study.
The 11 talkers (age range 18–23 years, mean = 19.5 years, SD
= 1.5 years, six female) for the experiment were students at
Bowling Green State University who spoke General
American English. The original (i.e., Bunaltered^) speech
rates varied, and therefore the slowed and sped distal rates
also varied, following other studies of distal speech rates.

Following Dilley and Pitt (2010), we defined a target re-
gion as consisting of the syllable before the ambiguous portion
of the sentence and the phoneme immediately following the
ambiguous region. Therefore, for the sentence Jim has to tick
the forum today, the target region is forum t-. The context
region was the rest of the sentence. We used the Pitch
Synchronous Overlap and Add (PSOLA) algorithm in Praat
(Boersma &Weenink, 2015) to resynthesize the stimuli for all
distal rate conditions.

We created three versions of each stimulus, one for each
distal rate condition. Each distal rate condition manipulated
the relationship between the speech rate of the target region
and the speech rate of the context region. Figure 1 shows a
schematic for these manipulations. For the Unaltered Rate
Condition, the speech rate matched the original speech rate
of the stimulus and the target and context regions were
resynthesized at the same rate. The other two distal rate con-
ditions involved a change of 40% relative to the original

stimulus duration, following the conventions in Dilley and
Pitt (2010). In the Context-Expanded Condition, the duration
of all segments in the context portion of the stimuli were
slowed by a factor of 1.4. This resulted in a duration of this
portion that was 140% of the original stimulus (an increase of
40% relative to the original stimulus). For this distal rate con-
dition, the speech rate of the target region was resynthesized at
the originally spoken rate (i.e., a duration factor of 1.0). This
resulted in a distal rate condition where the context was rela-
tively slow compared to the target region. In the Target-
Compressed Condition, the target region was made faster by
a factor of .6, resulting in a duration that was 60% of the
original stimulus (a decrease by 40% relative to the original
stimulus). The speech rate of the context region was
resynthesized at the original spoken rate (i.e., a duration factor
of 1.0). As in the Context-Expanded Condition, the context
was relatively slow compared to the target region. Because
one portion of the utterance was held constant in each of the
two distal rate conditions, comparing each distal rate condition
to the Unaltered Rate Condition allowed us to examine the
effect of differing relationships in speech rate between the
context and target regions.

It is important to note that our previous work demonstrated
that the distal speech rate effect is not simply an effect of
manipulating the speech rate of any part of the sentence.
Previous work has demonstrated that when both the target
and context regions are manipulated, no such distal rate effect
emerges. That is, when both the target and context are com-
pressed, native listeners report a similar number of function
words as cases where the speech rate is presented at the orig-
inally spoken rate (Baese-Berk, Morrill, & Dilley, 2016;
Dilley & Pitt, 2010). Therefore, any rate effects seen here

Fig. 1 Schematic of the three rate manipulations for each distal rate
condition in the experiments. The target region is highlighted in grey,
and the context region is not highlighted. In this example, the Unaltered
Rate stimulus is 2.6 s long, and the Context Slowed stimulus is 3.64 s
long. (Note that the target region is identical in duration in the Unaltered

Rate and Context Slowed conditions.) The Target Compressed version is
approximately 2.4 s, as the target region is compressed by a factor of .6.
(Note, however, that the context region is identical in the Target
Compressed and Unaltered Rate conditions)
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are unlikely to emerge from artifacts in the recordings or ma-
nipulations of speech rate generally. Rather, rate effects can be
attributed to the specific rate manipulations made here.

Procedure

Participants listened to utterances and saw a portion of the
utterance on a computer screen. For example, in the case of
Jim has to tick the forum/form today, participants saw BJim
has to tick …^ on the screen. They were asked to type the
continuation of the sentence on the keyboard provided to
them. Each participant heard the target in only one of the three
experimental distal rate conditions. Assignment of utterances
to distal rate conditions was counterbalanced across partici-
pants, such that each participant heard each sentence, but the
distal rate condition in which the sentence was presented dif-
fered across participants.

Analysis

Following Dilley and Pitt (2010), we excluded any trials
(<2%) that indicated inattention to the task (e.g., cases where
participants did not report hearing something phonologically
similar to the target). We analyzed the transcriptions to deter-
mine if participants reported hearing the Blong^ version of the
target or not, where a long response is defined as a disyllabic
word (e.g., forum). These responses were analyzed in R (R
Development Core Team, 2014) using mixed effects logistic
regressions in the lme4 package (Bates, Maechler, Bolker, &
Walker, 2014), with the proportion of Blong^ reports as the
dependent variable (0 being the short response and 1 being the
long response). We used model comparisons to determine
what fixed and random effects were included in the final mod-
el, and to determine significance of the fixed effects. Random
effects included in the model were the maximal effects
allowing for the model to converge and included random in-
tercepts for item and participant, as well as random slopes for
the two distal rate comparisons by subject, including correla-
tions between these random effects. The fixed effect included
in the model was distal rate condition (unaltered, context-ex-
panded, target-compressed), which was contrast-coded. Two
comparisons of this contrast are reported: Unaltered versus
Rate Altered (Unaltered Rate: -1, Context Expanded: 0.5,
Target Compressed: 0.5) and Context Expanded versus
Target Compressed (Unaltered Rate: 0, Context Expanded: -
1, Target Compressed: 1). Model comparisons were used to
determine significance of each factor.

Results

Figure 2 shows the proportion of Blong^ responses for our
participants. Similar to previous studies, even in the
Unaltered Rate Condition participants do not report hearing

the long response in all cases, even though it was produced in
the recordings. Importantly, the figure also demonstrates that
when stimuli were presented in the Context-Expanded and
Target Compressed Conditions, participants reported hearing
Blonger^ versions less often than in the Unaltered Rate
Condition (Mean proportion longer response (standard devia-
tion): Unaltered Rate = .79 (.14), Context-Expanded = .49
(.17), Target Compressed = .65 (16)).

The mixed-effect model supports these observations. The
inclusion of the comparison between Unaltered Rate and Rate
Altered conditions significantly improved model fit (β = -
2.6645 s.e. = 0.5559, z = -4.793, χ2 = 22.314, p < .001).
The inclusion of the comparison between Context-Expanded
and Target-Compressed conditions did not significantly im-
prove model fit (β = -0.6910, s.e. = 0.3684, z = -1.876, χ2 =
3.5, p = .06).

These results show that distal speech rate affected per-
ception of content words, as has previously been shown for
function words. In particular, distal speech rate caused
weak syllables of trochaic words to be perceived when
the target region was relatively long compared to the con-
text. Conversely, distal speech rate caused weak syllables
to disappear from perception when the target region was
relatively short compared to the context (which was
brought about apparently equally well by expanding/
slowing the context or compressing the target).
Importantly, distal rate cues caused perceptual reorganiza-
tion of sonorant material into different numbers of syllables
(and hence, different numbers of phonemes), where either
interpretation resulted in a percept of a content word.
Further, the type of speech rate manipulation (i.e., whether
the context was slowed or the target was compressed) does
not seem to matter as much as the relative speech rates of
the two portions. These results therefore supported the hy-
pothesis that the distal speech rate effect is not one that is
limited to function words, but rather one that applies to
weak syllables lacking clear amplitude envelope cues to
syllable onset, regardless of lexical form class.

Fig. 2 Proportion of Blong^ responses (e.g., forum) in each of the three
distal rate conditions. Error bars represent two standard deviations of the
mean
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Experiment 2a

The results of Experiment 1 showed that a disyllabic con-
tent word containing a weak syllable could be perceived
as a monosyllabic content word lacking that syllable.
Thus, distal rate influenced the manner in which phonetic
content present in the signal was perceived to be orga-
nized phonologically. Specifically, a content word like
forum could be heard as another content word, form,
where the latter lacked the weak syllable and was essen-
tially missing a schwa (/ /).

However, it is possible that distal speech rate is a cue that
potentially disambiguates phonological structures in an
even wider set of contexts and circumstances. In
Experiment 2, we hypothesized that distal speech rate could
cause a reorganization of phonetic content into phonologi-
cal structures in ambiguous sequences typically lacking
clear amplitude envelope cues to the start of a new unit. In
particular, we designed materials to test whether locations
of word boundaries could be assigned variably to different
positions with respect to the phonetic speech signal within
the sonorant stretch, as a function of distal speech rate. If so,
then we predicted that adjoining phonetic content likewise
would be assigned variably to very different phonological
positions within lexical structures. In Experiment 2, the
stimuli differed with regard to which of two content words
might be perceived in the ambiguous region or, in some
cases, whether one or two words might be perceived. For
example, a sonorant stretch containing a lengthened /i/-like
segment, such as /si:s/, might either potentially correspond
to a single lexical item with /s/-segments in both word-
onset and word-final position (i.e., cease), or it might con-
tain a word boundary that lacked clear amplitude envelope
cues to its onset (as in the phrase see us spoken in a reduced
fashion). That is, we predicted that distal speech rate would
influence listeners to hear different phonological structures
involving different numbers of phonetic segments and syl-
lables and reassignment of phonetic material into phono-
logical Bslots.^ For example, we predicted that distal speech
rate would cause a structure like /si:s/ to, on the one hand,
sound like cease – which would correspond to a phonemic
parsing as /#sis#/ (consisting of one monosyllabic word
with a closed, CVC syllable structure), versus, on the other
hand, see us – which would correspond to a phonemic pars-
ing as /#si# s#/ (consisting of two monosyllabic words,
with an open CV syllable followed by an onsetless closed
syllable VC). If distal speech rate were shown to operate in
such a fashion that it could influence parsing of phonetic
material into quite different phonological and lexical struc-
tures, it would support the hypothesis that distal speech rate
is a powerful factor influencing lexical perception and word
segmentation, shaping perception in a wide range of pho-
nological and phonetic contexts.

Methods

Participants

Participants (n = 40; age range = 18–38 years, mean = 20.1
years, 22 female) were adult native speakers of General
American English with no reported speech or hearing
difficulties. No individual participated in any of the other ex-
periments presented here.

Materials

Eighteen pairs of words or phrases were created for this
experiment. Recording conditions were identical to those
described above in Experiment 1. Talkers were nine stu-
dents at Bowling Green State University, who did not
record stimuli for Experiment 1. All pairs contained an
ambiguous target region, which contained a schwa (or
schwar). For example, in the sentence John thought he
might see us talking in the theatre, Bsee us^ could be
produced with a substantial amount of co-articulation ren-
dering it ambiguous with cease. Seven pairs of words
contained ambiguity word or phrase finally, as in the case
of cease/see us above. Eleven pairs of words contained
ambiguity word or phrase initially (e.g., Being a nosy
person I peer/appear around the corner). Note that the
Blong^ version was always the intended target. In both
the Unaltered Rate and Context-Expanded conditions,
the signal actually contained the extra syllable (i.e., see
us was always produced). The stimuli were altered in the
same manner as those in Experiment 1, creating three
experimental distal rate conditions: Unaltered Rate,
Con t e x t - E x p a n d e d , a n d Ta r g e t Comp r e s s e d .
Additionally, 36 fillers were included in the experiment.

Procedure

The procedure was identical to that in Experiment 1.

Analysis

Analysis procedures were similar to those in Experiment
1. Fixed effects included in the model were location of
ambiguity (initial vs. final) and distal rate condition,
which was contrast-coded. Two comparisons of this con-
trast are reported: Unaltered Rate versus Rate Altered and
Context Expanded versus Target Compressed. The inter-
actions between each type of context rate comparison and
location of ambiguity were also included in the models.
Random effects included in the model included a random
intercept for item and random slopes for distal rate con-
dition (unaltered vs. rate altered) and location of
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ambiguity by participant.2 Model comparisons were used
to determine significance of each factor.

Results

Figure 3 shows the proportion of Blong^ responses (i.e., re-
sponses where the ambiguous region is parsed as two sylla-
bles, rather than one syllable) in each of the three experimental
context rate conditions. As in Experiment 1, participants re-
ported fewer Blong^ responses in the Context-Expanded and
Target-Compressed conditions (mean proportion longer re-
sponse (SD): Unaltered Rate = .89 (.13), Context-Expanded
= .56 (.15), Target Compressed = .62 (14)). Results of our
mixed model analysis support these observations. Unaltered
Rate versus Rate Altered conditions were a significant predic-
tor of model fit (β=-4.051, s.e.=1.685, z=-2.90, χ2=7.5,
p<.01). Comparing the two rate-altered conditions, we see
no significant difference in proportion of long responses
(χ2<1, p>.3). Interestingly, whether the ambiguity was in the
initial or final position did not significantly predict whether
participants reported a Blong^ response (χ2<1.5, p>.2), sug-
gesting that both types of ambiguity are susceptible to effects
of speech rate. This observation is supported additionally by
the lack of significant interaction between location of ambi-
guity and either rate manipulation (all χ2<1, p>.5). Results
therefore supported the hypothesis that distal speech rate in-
fluences listeners to hear different phonological structures in-
volving different numbers of phonetic segments and reassign-
ment of phonetic material into phonological Bslots.^

Experiment 2b

Taken with the results of Experiment 1, the findings in
Experiment 2a suggest that distal speech rate may be a pow-
erful factor in perception of lexical content and word segmen-
tation, and that its effects are not limited to function words or
contexts with specific locations of word boundaries. Instead,
the results support the view that the effects of distal speech rate
are much broader, influencing the integration ofmultiple types
of cues in speech processing in a variety of conditions.
However, previous results examine only one side of lexical
access and spoken word recognition, asking whether listeners
identify an ambiguous region as one lexical item or another. It
is unclear whether distal speech rate influences timed lexical

perception during spoken word recognition, in addition to
influencing identification after an entire sentence has been
heard and a final parse has been determined. Therefore, in
Experiment 2b, we use a word-monitoring task to examine
whether distal speech rate also influences perceptual process-
ing before a final parse is achieved in lexical access and spo-
ken word recognition.

Methods

Participants

Participants (n=20; age range = 18–40 years, mean = 20.3
years, SD = 4.8 years, 14 female) were native American
English speakers with no reported speech or hearing difficul-
ties. No individual participated in any of the other experiments
presented here.

Materials

The materials used in the present study were the stimuli from
the Unaltered Rate and Context-Expanded rate conditions in
Experiment 2a. A total of 72 fillers were also included in the
experiment. To obscure the fact that experimental items in-
volved verb targets, with ambiguities involving a potential
embedding of a vowel-initial word, targets in a number of
filler items were verbs and/or vowel-initial words that did
not involve potential embeddings.

Procedure

As in Experiments 1 and 2a, participants heard items presented
in one of the two distal rate conditions. However, instead of
transcribing the sentence, participants were presented with two
words on the right and left of the screen and were asked to
indicate which of the two options they heard via the computer
keyboard using two keys labeled BRIGHT^ and BLEFT^ (cor-
responding to the buttons they were supposed to press if they

2 It should be noted that a model with a fully specified random effect structure
(i.e., including all distal rate conditions) did not converge. We attempted anal-
yses first removing correlations between the random effects, which did not
converge. Similarly, a model with interactions between the distal rate condi-
tions and location of the ambiguity in the random effect structure also did not
converge, nor did a model that included both distal rate condition comparisons
in the random effect structure. However, given the fact that this relatively
complex model did converge, we believe our results are robust.

Fig. 3 Proportion of Blong^ responses (e.g., see us) in each of the three
distal rate conditions. Error bars represent two standard deviations of the
mean
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selected the item on the right or left of the screen, respectively).
One word was always the target word that was actually pre-
sented in the sentence (e.g., appear) and the other was a foil
(e.g., peer). In cases where the ambiguity resulted in two con-
tent words (e.g., peer/appear), they monitored for whether
they heard the longer parse (e.g., appear) or the shorter parse
(e.g., peer). In cases where the item contained a short phrase as
one of the two options, they listened for the second half of the
Blong^ version if the long version was a short phrase (e.g., us
for the cease/see us item) versus the single word in the Bshort^
version (e.g., ceases for the cease/see us item). Note that, as in
Experiment 2a, the Blong^ version was always the intended
target, and the signal actually contained the extra syllable
(i.e., see us was always produced). Therefore, accuracy can
be defined as whether the participant detected the target.

Fillers were semantically and structurally similar to exper-
imental items. In the case of fillers, one of the two words
shown on the screen had occurred in the filler item (Btarget^),
while the other had not (Bfoil^). Most foil options in fillers
were either phonologically related to the target (e.g., paired
when the target was pair) or semantically related to the whole
sentence (e.g., done for the filler Did Louis cook the hot dogs
well enough? – with target enough). The target words
displayed on the screen for filler trials were a mixture of con-
tent and function words.

In addition to accuracy, reaction time was measured from
the end of the target for each trial. Participants were allowed to
respond at any time during the trial. Reaction time was calcu-
lated from the onset of the target word. Since the proximal
acoustics of the target word were identical across distal rate
conditions, there was no confound between the proximal
acoustics and the reaction time.

Analysis

We conducted two mixed-effect model analyses. For accura-
cy, we conducted a logistic mixed effect regression (correct
responses coded as 1, incorrect responses coded as 0) with
distal rate condition as a fixed factor and random intercepts
for subject and item, and random slopes for distal rate condi-
tion by subject and item. For reaction time, we conducted a
linear mixed effect regression with distal rate condition, accu-
racy, and their interaction as fixed factors, random intercepts
for subject and item, and random slopes for distal rate condi-
tion by subject and item. Model comparison was used to de-
termine significance of each factor.

Results

Accuracy

Figure 4 shows the average proportion of correct responses for
the word-monitoring task. It is clear that participants were

substantially less accurate in the Context-Expanded rate con-
dition. The results of the mixed model analysis support these
observations. Distal rate condition was a significant predictor
of accuracy (β = -2.099, s.e. = 0.482, z = -4.357, χ2 = 51.293,
p < .001). As in Experiments 1 and 2, distal speech rate influ-
ences participants’ perception of ambiguous stretches of
speech.

Reaction time

Figure 5 shows the reaction time for each distal rate condition
when the responses were correct and incorrect. Overall, it is
clear that the reaction times are longer for the Context-
Expanded Condition compared to the Unaltered Rate
Condition. This is particularly true for correct responses.

The results of the mixed effects regression support the ob-
servation that reaction times are longer for the Context-
Expanded Condition compared to the Unaltered Rate
Condition. Accuracy was a significant predictor of reaction
time (β = -765.5, s.e. = 374.6, t = 8.066, χ2 = 35.56, p
< .004), with incorrect responses being slower than correct
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responses. Further, distal rate condition was a significant pre-
dictor of reaction time (β = 62.3, s.e.= 335.2, t = 7.802, χ2 =
35.39, p < .004). Interestingly, the interaction between distal
rate condition and accuracy was not significant (p > .25).
Taken together, these results support the view that distal
speech rate influences on-line lexical perception and word
segmentation in timed and untimed perceptual processing,
helping to resolve phonetically ambiguous weak syllables
lacking clear amplitude envelope cues to onset. Participants
hearing Context-Expanded tokens were less accurate and
slower to respond, even in the cases where they did so accu-
rately. This finding is particularly interesting because in the
cases of the Context-Expanded Condition, listeners had more
time to process the context, which might have led to the ex-
pectation that they might be faster at responding to targets.
However, they were considerably slower in this distal rate
condition, as predicted by a view that distal speech rate result-
ed in the same acoustic material sounding like a less Bgood^
example of the target word. The results suggested that lis-
teners utilized the rate information to resolve this ambiguity
in exactly the ways that were predicted if word recognition is
sensitive to distal speech rate in timed lexical processing.
These results are compatible with previous studies demon-
strating the influence of distal rate on word segmentation
(e.g., Breen, Dilley, McAuley, & Sanders, 2014; Brown,
Dilley, & Tanenhaus, 2012) using a different experimental
paradigm. Thus, the results provide further support that distal
speech rate is a powerful factor in word segmentation,
assisting with perception of weak syllables lacking clear am-
plitude envelope cues.

General discussion

The present studies tested whether distal speech rate could
induce changes in whether listeners heard one or two syllables
for sonorant stretches of speech in a wide array of lexical and
phonological structures. We tested the hypothesis that distal
speech rate – a factor that has previously been shown to cause
listeners to hear or not hear a monosyllabic function word
(e.g., Dilley & Pitt, 2010) – could influence whether listeners
heard a reduced syllable in a much wider variety of lexical
contexts and materials than have been previously tested. Of
note, we tested whether distal speech rate could influence
perception of content words (such as form vs. forum), and/or
cause phonological restructuring of a Bchunk^ of speech (such
as guide vs. guy had [ga # d]). Given that casual, everyday
speech often involves substantial phonetic reduction and am-
biguity (Ernestus & Warner, 2011; Johnson, 2004; Shockey,
2008), such a demonstration would be a powerful proof-in-
concept that provided further evidence of a role of distal
speech rate in recovery of a speaker’s intended words during
typical conversational dynamics. The results of the three

studies presented here provide firm evidence that distal speech
rate influences spoken word recognition in a much wider set
of contexts than has previously been reported. In particular,
we found that distal speech rate caused changes to perception
of content words – e.g., form vs. forum – and that it could
cause reorganization of speech material into very different
imputed phonological structures involving different numbers
of syllables and word boundaries (e.g., guide vs. guy had
[ga # d], I align vs. I line, etc.)

Previous studies of the distal speech rate effect have uti-
lized materials containing function words, which can disap-
pear perceptually when the distal speech rate surrounding a
stretch of speech containing the function word is manipulated
to be relatively slow compared to the rate of the stretch of
speech itself (cf. Dilley & Pitt, 2010). Previous research has
not eliminated the possibility, however, that the distal speech
rate effect was particularly influential for function words,
since such words play a distinctive role in syntactic construc-
tions and typically carry a different functional load than do
content words. The present results, however, suggest that,
while function words may be more likely to be phonetically
reduced, distal speech rate influences speech perception more
broadly. The effect manifests not only when a function word
could be perceived or not perceived, but also when the identity
of a content word is ambiguous (e.g., form vs. forum). Further,
distal speech rate influences the number of syllables perceived
in a variety of phonetic contexts, even when there is not a
word boundary on one side of the ambiguous region. This
suggests that the effect demonstrated here and in previous
studies is not limited to word segmentation involving function
words or specific phonetic contexts, but is a more general
effect that influences spoken word recognition and speech
segmentation.

These effects are particularly interesting because they pro-
vide a segmentation and lexical recognition mechanism for
detecting syllables with otherwise subtle acoustic evidence
of their presence (i.e., in cases where acoustic discontinuities
that might otherwise provide a phonetic cue to a word onset
are weak or missing). Many syllables begin with consonants,
which usually generate localized acoustic discontinuities in
the speech signal (e.g., amplitude reduction or frication
noise; Stevens, 2000). The temporal pattern of these conso-
nantal discontinuities is faithfully reflected in the dynamics of
neural oscillations, which are coupled to the amplitude enve-
lope of speech during comprehension (Keitel, Gross &
Kayser, 2018; Alexandrou, Saarinen, Kujala, & Salmelin,
2018; Kösem et al., 2018; Zoefel, Archer-Boyd, & Davis,
2018). Adults listeners are particularly attuned to consonants
for lexical search as onsets (Havy, Serres, &Nazzi, 2014; New
and Nazzi, 2014), consistent with the fact that consonants are
a statistically reliable indicator of lexical distinctiveness cross-
linguistically (Oh, Coupé, Marisco, & Pellegrino, 2015).
However, many other syllables that start with vowels or
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semivowel consonants, i.e., liquids (/l, r/) or glides (/j, w/),
thus will show more or less continuous acoustic transitions
relative to surrounding vowel sounds (Wright, 2004; Zhou,
Espy-Wilson, Boyce, Tiede, Holland & Choe, 2008).
Notably, many vowel-initial syllables optionally begin with
glottal onsets in English, which generate a spectrotemporal
discontinuity and a salient increase in amplitude at vowel on-
set, but a great many do not show any such discontinuity
(Dilley et al., 1996; Dilley et al., 2017; Redi & Shattuck-
Hufnagel, 2001). Even when reduced syllables are spoken
with minimal observable acoustic evidence of their onsets
(e.g., minimal amplitude envelope reduction at onset), statis-
tical distributions of temporal cues to a reduced syllable are
nevertheless largely separated from those of such cues in ut-
terances that truly lack an extra syllable (e.g., one small step
for a man vs. one small step for man; Baese-Berk et al., 2016,
Dilley et al., 2017). While syntactic and semantic information
play a role in recognizing reduced pronunciation variants
(Eisner & McQueen, 2018; Ernestus, Baayen, & Schreuder,
2002), such information cannot explain the robustness of hu-
man speech perception. Thus, there is a need for identifying
further statistically reliable cues that assist listeners with re-
covery of the lexical items comprising a speaker’s intended
message.

The present results showed that distal speech rate contrib-
utes to perception of syllables across a range of lexical types
and phonetic contexts. These results effectively demonstrate
that word boundaries can be Bimputed^ – Bheard^ or not
Bheard^ – in the middle of a highly sonorant stretch of speech
as a function of the distal context speech rate. This seems to
imply that potentially any stretch of sonorant material – in-
cluding single vocalic nuclei and/or unitary sonorant conso-
nants like /ɹ/, /l/, /j/, and /w/, is somewhat ambiguous with
regard to whether it contains a word boundary. This observa-
tion – that distal speech rate can potentially lead listeners to
hear or not hear a word boundary in a sonorant stretch of
speech (where an onset might have been realized with weak
envelope cues or none at all) – raises the question of when and
why a search for a new word boundary is initiated or not. We
propose that distal speech rate actively limits lexical searches
for otherwise possible alternative parses, and that distal rate
information would be informative in a statistical sense about
the temporal properties of the intended upcoming structures.
Previous work has demonstrated that not all possible parses
are entertained throughout lexical selection. For example,
Norris, Cutler, McQueen, and Butterfield (2006) showed that
embedded words were rapidly inhibited during lexical access
and competition. This suggests that some mechanism must
limit when a search is initiated, and we propose that distal rate
is a potential candidate for a limiting mechanism.

The emerging picture of distal speech rate effects is that of
very different implied parses of a given stretch of acoustic
material – i.e., different numbers and imputed locations of

syllabic, lexical, and/or phonetic boundaries. For a variety of
reasons, this picture is consistent with the sort of real-time
gradient upweighting and downweighting of lexical alterna-
tives that is posited to occur under data explanation and pre-
dictive coding approaches (e.g., Norris, McQueen, & Cutler,
2016; Pickering & Garrod, 2013; Tavano & Scharinger,
2015).

Crucially, Brown and colleagues recently have demonstrat-
ed evidence for such dynamic upweight ing and
downweighting of lexical candidates (Brown, 2014; Brown,
Dilley & Tanenhaus, 2012, 2014). Using stimuli involving
ambiguities between indefinite singular and plural forms such
as see a raccoon swimming versus see raccoons swimming,
Brown and colleagues showed that gradient changes to distal
speech rate resulted in gradient changes to the proportion of
looks to a picture of a singular referent (e.g., one raccoon)
versus a plural referent (e.g., two raccoons). Further, distal
speech rate both to the left and to the right of target material
modulated listeners’ consideration of lexical alternatives.
Such experiments provided further evidence of gradation in
consideration of lexical alternatives as a function of gradient
modifications to distal speech rate (Heffner et al., 2013).3

Further consistent with a data explanation or predictive
coding view, recent evidence supports the view that top-
down information from syntactic and semantic context is
necessary in order for listeners to use distal speech rate to
disambiguate proximal phonetic material into words. Pitt
et al. (2016) degraded distal context in different ways (e.g.,
noise vocoding, sine-wave speech, replacement with tone se-
quences). They found that temporal cues in distal context
were insufficient to convey rate information that resulted in
a change in perception of a function word, except in distal
rate conditions where the context could be interpreted as an
intelligible speech signal.4 Intelligible contexts – degraded
speech precursors and intelligible sinewave speech – permit-
ted distal speech rate to influence whether a reduced function
word was heard or not, but unintelligible signals (speech or
non-speech) did not. This finding highlights the fact that the
distal speech rate effect involves top-down, knowledge-
driven expectations about timing properties of upcoming
speech, rather than being strictly a bottom-up cue. The im-
portance of signal intelligibility can be understood to translate

3 As noted by an anonymous reviewer, our current work could provide addi-
tional evidence for this gradation, given that our expansion and compression
rates were slightly different factors (i.e., a comparable expansion rate for the
context expanded condition as compared to the target compressed condition
would actually be 1.66, not 1.4). However, given the lack of a significant
difference between the target compressed and context expanded conditions,
we caution over-interpretation of any numerical trends in our data.
4 Note that this finding contrasts with previous work in reconciling phoneme
level ambiguity (e.g., Bosker, 2017), which demonstrates that the intelligibility
of the precursor does not influence resolution of lower-level (e.g., phoneme)
ambiguities in the same way it influences lexical and syllabic level ambigui-
ties. Understanding this distinction should be considered in future research.
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To explain this apparent difference in robustness of distal
rate effects, we point to likely differences in degree of statis-
tical dependency between context distal rate and syllable-level
ambiguities versus phoneme-level ambiguities. A number of
recent studies have focused on predictability and duration for
a given potentially reduced lexical item (Bell, Brenier,
Gregory, Girand, & Jurafsky, 2009; Gahl, Yao, & Johnson,
2012; Jaeger, 2010; Kuperman, Pluymaekers, Ernestus, &
Baayen, 2007; Mahowald, Fedorenko, Piantadosi, &
Gibson, 2013), but there has been less attention to statistical
dependencies between rate of units in context and those in the
to-be-parsed ambiguous chunk associated with constraints on
a speaker of planning a connected utterance (Dell, 2013;
Dilley et al., 2017; Indefrey & Levelt, 2004; Krivokapic,
2007, 2014). Recent work has shown high statistical depen-
dency between distal context speech rate and proximal sylla-
ble duration (Baese-Berk, Dilley, Schmidt, Morrill, & Pitt,
2016; Dilley et al., 2017). Further, the consistent range of
spectrotemporal modulation in the amplitude envelope further
supports the hypothesis that the brain is specialized for a bio-
logically limited range of temporal information supporting the
combinatorics of human language (Ding et al., 2017).
However, there is little reason to believe that distal context
speech rate would reliably predict statistically the durations
of individual consonants, given the variability in lexical struc-
tures associated with the unfolding utterance. Thus, we pro-
pose as a hypothesis for future testing that differences in the
informativity of distal speech rate for different levels of
proximal linguistic structure – vis à vis (proximal) syllables
versus phonemes – can explain differences in the robustness of
distal rate effects on syllable versus phoneme level phonetic
perception. For example, directly examining the statistical re-
lationships between distal rate and syllable versus phoneme
level production would help hone predictions that could be
used in perception testing.

Relatedly, the fact that distal speech rate effect emerges in a
variety of phonetic contexts, as demonstrated here, is particu-
larly interesting because of the special status that has been
afforded to onsets as a result of previous studies of speech
perception and production (Allopenna, Magnuson, &
Tanenhaus, 1998; Kessler & Treiman, 1997; Marslen-Wilson
& Zwitserlood, 1989; Wilshire, 1999). Many models of
speech perception have persisted in affording word onsets a
special status (Marslen-Wilson, 1987; Marslen-Wilson &
Welsh, 1978). The TRACE model (McClelland & Elman,
1986) and SHORTLIST (Norris, 1994) propose that both on-
sets and rhymes are quite important for perception. However,
it is important to note that even these models cannot account
for the types of Bmisperceptions^ seen in our current studies,
wherein the percept does not necessarily match with either the
onset or the rhyme (e.g., cease and see us have quite different
syllable structures, in addition to differing in the number of
words intended by the speaker). Instead, it seems, models of
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to a significant role for top-down predictions about possible
candidate lexical items as a means of supporting the usage of
low-level, bottom-up temporal cues for recovery of reduced
forms. Given the heterogeneity of lexical structures that are
influenced by distal speech rate, as shown by this study in
connection with others, the distal speech rate effect thus ap-
pears to share many similarities with classic studies of pho-
neme restoration, which also show significant top-down in-
fluences (e.g., Samuel, 1981, 1996; Warren, 1970; Warren &
Sherman, 1974).

Further, the emerging picture is that distal speech rate may
contribute in different ways to perception and segmentation
of phonetic units, depending on the nature of potential am-
biguity in the signal. The distal effects on lexical perception
demonstrated by Dilley and colleagues (e.g., Dilley & Pitt,
2010) – which has involved ambiguities in the number of
syllables (not just function words) that are heard – is surpris-
ingly robust, critically so long as the context is intelligible so
as to support top-down predictions (Pitt et al., 2016). This
Bdisappearing word effect^ further exhibits what might be
called a Bdose-response^ relationship – a gradient change in
distal rate manipulation corresponds to a gradient change in
the likelihood of hearing an extra syllable, item variability
notwithstanding (Brown, Dilley & Tanenhaus, 2014;
Heffner et al., 2013; see also Bosker & Ghitza, 2018, for a
similar result with phoneme-level effects). By contrast, ef-
fects of distal speech rate on perception of units smaller than
the syllable – specifically, phonemes – appear considerably
more variable in size and reliability of effect. Historically,
distal rate effects on phoneme-level perception, e.g., for con-
sonants like /g/ vs. /k/ differing in voice-onset time, have
been recognized to be fairly fragile, with generally small
effects on phonetic boundary shifts (Kidd, 1989;
Summerfield, 1981; Wade & Holt, 2005). Recent studies
have generalized knowledge of distal rate effects on speech
perception by considering a wider array of phoneme-level
perceptual ambiguities, both ambiguities in type of pho-
neme, e.g., / / versus / :/ in Dutch (Bosker, 2017), and num-
ber of phonemes, e.g., Canadian oats versus Canadian notes
(Heffner et al., 2017; Reinisch, Jesse, & McQueen, 2011;
Reinisch & Sjerps, 2013), and singleton/geminate contrasts
(Mitterer, 2018) and have demonstrated effect sizes more
comparable to those seen the Bdisappearing word^ cases.
While variability in study designs obviously raises caveats
to any generalizations across these studies – including in the
type of dependent measure used (e.g., temporal boundary
shifts vs. proportion of responses indicating an extra unit) –
it tentatively appears to be the case that distal rate effects
on phoneme-level perceptual ambiguities (vowel-length
contrasts, phoneme count, singleton/geminate) may be
less robust than distal rate effects on syllable-level perceptu-
al ambiguities (leisure or time, I align vs. I line, guide vs.
guy had).



spoken word recognition should account for overall phonetic
match, including a possible normalization for speech rate,
when determining the candidates for activation and ultimate
identification. The Neighborhood Activation Model (Luce &
Pisoni, 1998) predicts that words will be activated as a result
of their global similarity to the target; however, NAM calcu-
lates similarity over words with the same number of segments.
Further, the NAM does not address how supra-segmental fea-
tures such as speech rate may influence spoken word recog-
nition and lexical segmentation when more than one parse is
available to the listener. These results suggest that current
models of spoken word recognition may require modification
to account for the results presented here.

One intuitive explanation for the effects seen here, and in
other studies examining distal speech rate, is that of
expectation, as modulated by context. Prediction and
expectation have long been known to influence speech
perception, broadly. For example, Ganong (1980) demonstrat-
ed that the perception of an ambiguous phoneme could be
modulated by whether that phoneme was presented in a real
word or a non-word. That is, in cases where listeners might
expect to hear a real word, their perception of an ambiguous
phoneme was modulated by this expectation. Timing also
clearly influences expectations about upcoming information,
including word boundaries and syllable. Several previous
studies have examined how listeners resolve lexical embed-
ding during perception. That is, listeners must be able to dif-
ferentiate between a word like hamster and the word ham,
which is embedded in the carrier word. These embedded
words phonetically match the first syllable of the carrier word,
thus they provide substantial competition for the carrier word
under most models of spoken word recognition. However,
previous studies have suggested that the amount of competi-
tion is actually much smaller than might be expected (Davis,
Gaskell, & Marslen-Wilson, 1998; Davis et al., 2002). In fact,
Zhang and Samuel (2015) demonstrated that embedded words
prime carrier words only under very specific circumstances
(e.g., the embedded word comprises a large part of the carrier
word). Norris, Cutler, McQueen, and Butterfield (2006) sug-
gest that embedded words can be rapidly suppressed, presum-
ably to limit search options during lexical retrieval. One could
imagine that cases such as those examined in the present stud-
ies are analogous to embedded words. That is, cease shares
many phonemes with see us, so it is possible that both are
highly active, and suppression is necessary to determinewhich
option is the correct target. However, what is the mechanism
that drives that suppression, or limits the search possibilities?

It is possible that timing information is one mechanism by
which a search among multiple possibilities is constrained.
Salverda, Dahan, and McQueen (2003) asked how listeners
may be able to determine quickly whether the target word is a
carrier word or an embedded word by examining the acoustic
properties of embedded and carrier words. They demonstrate

that the monosyllabic word carries fine-grained phonetic de-
tail that listeners use to predict an upcoming word boundary.
Specifically, they suggest that speakers lengthen the final seg-
ment before a prosodic boundary (Kingston & Beckman,
1990; Turk & Shattuck-Hufnagel, 2000), and listeners use this
information in perception to predict upcoming boundaries,
and disambiguate the target from potential competitors.

Because timing information is critical in spoken word rec-
ognition and word segmentation, and is used to disambiguate
competitors in other contexts, it is possible that timing-related
expectation and prediction play a critical role in the distal
speech rate effect shown here. If listeners predict not only
what material the speaker may say next, but also how much
information they might produce, using distal speech rate
would be a very useful cue. That is, if a listener can predict,
using the rough number of syllables produced in the previous
stretch of time, the number of syllables or phonemes that
might be produced in an upcoming utterance, prediction and
expectation could play a very important role in providing dis-
ambiguating among multiple segmentation options. Perhaps,
in addition to utilizing semantic and syntactic likelihood
(Staub & Clifton, 2006), listeners also utilize speech rate to
make predictions. The results from Heffner et al. (2013) sug-
gest that the listeners utilize speech rate even when other cues
to segmentation are present, and that listeners integrate speech
rate with many other cues.

An integration of such cues would suggest that the speech
recognition system is exquisitely sensitive to a number of
cues, each helping to constrain the search parameters,
allowing for the system to quickly eliminate irrelevant options
that may result from a partially ambiguous signal. If one imag-
ines that each vowel offglide or midpoint may be the start of a
syllable, resulting in ambiguous options for parsing, the num-
ber of options the systemmay consider could be astronomical.
Therefore, multiple cues must be used in conjunction to re-
duce the number of options considered by the system. In the
case of distal speech rate effects, as listeners search for syllable
onsets, entrainment to a distal speech rate may help constrain
the search space, greatly reducing the number of ambiguous
options considered during recognition. That is, if a listener has
entrained to a particular speaking rate that might predict an
onset in an ambiguous region (i.e., a faster speaking rate), the
listener may determine that the most likely parse of this am-
biguous region includes a syllable onset. Similarly, if they are
entrained to a speaking rate that would suggest no such onset
(i.e., a slower rate), they may determine that the most likely
parse does not include a syllable onset.

The results of the present study suggest that the distal
speech rate effect is not limited to word segmentation. This
resonates with a broader view of language processing, pro-
moted by Dahan and Magnuson (2006), who describe broad
conceptions of spoken word recognition as a piece of a larger
puzzle encompassing speech perception, recognition, word
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segmentation, and processing more generally. While some
models of speech segmentation can account for the results of
previous studies (e.g., Mattys et al., 2007; Mattys & Melhorn,
2007), most current models of spoken word recognition can-
not account for interactions, integration, and reconciliation of
myriad factors such as speech rate that may also influence
how ambiguous phonetic material is understood, and how this
processing impacts word segmentation, recognition, and pars-
ing more broadly. In the present studies, we demonstrate that
the distal speech rate effect is rather general, and should be
integrated into models of spoken word recognition from the
broader viewpoint as promoted by Dahan and Magnuson
(2006).

In summary, these results support the view that distal speech
rate affects word segmentation and lexical perception, influenc-
ing perception of the number of syllables regardless of word
class (i.e., content vs. function words) and in a wide range of
positions relative to word boundaries. This suggests that distal
speech rate may be a useful cue for effective parsing of casual,
reduced speech, which contains highly variable pronunciations.
Distal speech rate could cause listeners to reorganize the same
stretch of acoustic material into different phonological struc-
tures involving different numbers of phonetic segments, differ-
ent imputed locations of word boundaries, and restructuring of
phonetic material into phonological Bslots.^ The results of the
present study add to a growing body of work suggesting that
contextual information, including distal speech rate, is critically
important for restricting the possibilities we consider when lis-
tening to speech. However, very few models of spoken word
recognition or speech perception consider the role of such con-
textual information, especially in the timing domain. The case
presented here is particularly interesting for development of
futuremodels and theories of spokenword recognition, because
the results do not fit squarely in the domains of speech percep-
tion, spoken word recognition, or word segmentation, as they
are typically defined. Instead, the work here falls into a broader
view of language understanding, with distal speech rate
influencing multiple aspects of understanding.
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Appendix: Target Stimuli Lists

Experiment 1

Dan has to pet the bear/bearer today.
Deb has to peck the care/carer today.
Don has to tick the dear/dearer today.
Hal has to tack the ware/wearer today.

Jen has to pack to own/Owen today.
Jess has to pick the king/keying today.
Jim has to tick the form/forum today.
Jon has to tip the scene/seeing today.
Ken has to pack the line/lion today.
Kim has to peck the warn/warren today.
Liz has to kick the stair/starer today.
Nan has to pit the yearn/urine today.
Pam has to tack the pair/parer today.
Pat has to kick the ping/peeing today.
Rob has to tip the heir/error today.
Ron has to pit the hoard/horror today.
Tim has to pep the line/lion today.
Tom has to pep the poor/pourer today.

Experiment 2 (information in parentheses
corresponds to the two alternatives displayed
on the screen for Experiment 2b for experimental
items)

Based on this new study, today I prove/approve the results.
(prove/approve)

Being a nosy person, I peer/appear around the corner.
(peer/appear)

Do you think it’s wise to place/play us music on the piano.
(place/us)

Each weekday morning, I rise/arise from bed for work.
(rise/arise)

For these reasons I pose/oppose new arguments to the sen-
ate. (pose/oppose)

He should go ahead and bite/buy it instead of waiting.
(bite/it)

I believe that the guide/guy had directed them outside.
(guide/had)

I hate moving paintings so much, I tack/attack them angrily
on the wall. (tack/attack)

It’s bad to make yourself scarce/scare us without warning.
(scarce/us)

It’s easy to note/know it very well just by reading. (note/it)
Jan thought he might cease/see us talking in the theater.

(cease/us)
Our goal is to seize/see his power before he does. (seize/his)
The doctor will wait/weigh it today for further lab analysis.

(wait/it)
The people who I press/oppress into service hate me.

(press/oppress)
To be friendly, I know point/appoint this fellow to the sen-

ate. (point/appoint)
With this new rule, I mend/amend our club’s constitution.

(mend/amend)
With this notice, I sign/assign him to your custody.

(sign/assign)
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When I refinish a room, I line/align it with the wallpaper.
(line/align)

Publisher’s Note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.
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